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Introduction:
1. The genetic information for the construction of the individual is stored in the 

DNA. The human DNA genome consists of 46 chromosomes. There are 
about three billion nucleotides. These can be structured in genes, which 
carry one or more pieces information about the construction of the 
individual. However, it is estimated that only 3% of the genes carry 
meaningful information, the vast majority of genes is not used.

2. In the original idea, proposed by John Holland in 1975, the genetic 
information is encoded in a bit string of fixed length, called the parameter 
string or individual. Each parameter string represents a possible solution to 
the examined problem.

3. A Genetic Algorithm (GA) is a data mining technique. They are used to 
winnow relevant data from large data sets to produce the fittest solution.

4. GA is a computer program that simulates characteristics of evolution, 
natural selection, and genetics. It is an optimization technique that performs 
a parallel (i.e., candidate solutions are distributed over the search space) 
and stochastic but directed search to evolve the most fit population. 
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What are Genetic Algorithms?
 Genetic algorithms are global, parallel, search and optimization methods, 

founded on Darwinian principles.
 GAs work with a population of potential solutions to a problem. Each 

individual within the population represents a particular solution to the 
problem, generally expressed in some form of genetic code. The population 
is evolved, over generations, to produce better solutions to the problem. 

 Each individual within the population 
is assigned a fitness value, which 
expresses how good the solution is at 
solving the problem. 

 The fitness value determines how 
successful the individual will be at 
propagating its genes (its code) to 
subsequent generations.

 Better solutions are assigned higher 
values of fitness than worse 
performing solutions.
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GA Structure:
The basic GA operators are crossover, selection
and mutation. 
 The GA starts with the random generation of 

an initial set of individuals (initial population).
 The individuals are evaluated and ranked. 

Since the number of individuals in each 
population is kept constant, for each new 
individual an old one (with the worst fitness 
value) has to be discarded.

 There are two basic operators to generate new 
individual: mutation and crossover. 

 During mutation, a couple of bits of the 
parameter string are flipped at random. 
Mutation may be applied to offspring produced 
by crossover or, as an independent

 operator, at random to any individual in the 
population.

Initial Population

Selection

Reproduction

Mutation

Next
Iteration 

(Generation)

Prototype EC Method
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GA Stages:
A GA can be divided into four main stages:

Initialization: The initialization of the necessary elements to start the algorithm.
Selection: This operation selects chromosomes in the population for 
reproduction by means of evaluating them in the fitness function. The fitter the 
chromosome, the more times it will be selected.
Crossover. Two individuals are selected and then a random point is selected 
and the parents are cut, then their tails are crossed. 
Mutation. A gene, usually represented by a bit is randomly complemented in
a chromosome, the possibility of this happening is very low because the 
population can fall into chaotic disorder.
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Initialization Stage:
In this stage, the initial individuals are generated, and the constants and
functions are also initiated.
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Selection Stage:
 Selection is a mechanism by which the 

“parents” are chosen for producing offspring 
to be passed into next generation. 

 Selection tends to pick best population 
elements as parents. A careful selection of 
the individuals must be performed because 
missing a single high-fit individual may 
sometimes mislead the search process.

 It is necessary to introduce a measure of the 
performance of individuals. By selection we 
aim to maximize the performance of 
individuals.

 A performance value is associated with each 
individual in the current population, and 
represents the fitness of the function.

 A fitness function is used to measure 
explicitly the performance of chromosomes.
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Crossover Stage:
 Crossover operation is used to increase 

population diversity.
 Crossover operations achieve the 

recombination of the selected 
individuals by combining segments 
belonging to chromosomes 
corresponding to parents.

 The crossover probability (CP) is 
compared with a random number 
between (0,1) to check if is going to be 
crossover or not. When a crossover is 
made, the positions in which the parents 
are going to be cut in a random position 
are then interchanged.
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Mutation Stage:
 In classical genetics, mutation is identified by an 

altered phenotype, and in molecular genetics 
mutation refers to any alternation of a segment 
of DNA.

 Mutation makes “slight” random modifications to 
some or all of the offspring in next generation.

 The effect of this operator is to change a single 
position (gene) within a chromosome. If it were 
not for mutation, other individuals could not be 
generated through other mechanisms, which are 
then introduced to the population.

 One of the simplest executions of mutation is 
when the mutation probability (MP) is compared 
with a random number between (0,1). If it is 
going to be a mutation, a randomly chosen bit of 
the string is inverted.
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Crossover:
Crossover  is performed by taking parts of the bit-string of one of the parents 
and the other parts from the other parent and combining both in the child. There 
a three basic kinds of crossover: one-point, two-point and uniform.
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Two-point crossover differs from the previous version merely in the point that 
two random cuts are made, so three pieces have to be put together in order to 
produce an offspring.
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Uniform crossover operator decides (with some probability, known as the 
mixing ratio) which parent will contribute how the gene values in the offspring 
chromosomes. The crossover allows the parent chromosomes to be mixed at 
the gene level rather than the segment level (as with one and two-point 
crossover).

IntConSys-MSc 



13IntConSys-MSc 

Search Optimization Techniques:



14

Selection: (pick best population elements as parents)
 Selection is the mechanism by which the “parents” are chosen for 

producing offspring to be passed into next generation. 
 Parent selection methods based on probability of selection being increasing 

function of fitness 
• Roulette-wheel selection: (common method)

– Probability an individual is selected is equal to its fitness divided by the 
total fitness in the population. 
 Problem: Selection probability highly dependent on units and scaling 

for fitness function
– May cause premature convergence to local optima.

• Rank selection and Tournament selection methods  reduce sensitivity to 
choice of fitness function
– More robust: Only compare which chromosomes are better, not relative 

magnitudes of fitness functions
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Mutation:
 Mutation makes “slight” random modifications to some or all of the offspring 

in next generation.
 Mutation generally makes only small changes to solution.
 Bit-based coding and real (floating point) coding require different type of 

mutation
1. Bit-based mutation generally involves “flipping” bit(s).
2. Real-based mutation often involves adding small (Monte Carlo) random 

vector to chromosomes  
 Example: Mutation on one element in chromosome in bit-based coding: 
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Design Concerns:
1. It is important to fully understand the optimization problem, know what you 

want to optimize, and what you can change to achieve the optimization. 
You also must have an idea of what you will accept as an optimal solution. 

2. Choice of representation (e.g., the number of digits in a base-10 
representation) is important. Too detailed of a representation causes 
increases in computational complexity while if the representation is too 
coarse then you may not be able to achieve enough accuracy in your 
solution. 

3. There are a wide range of other genetic operators and choosing the 
appropriate ones is important since they can affect convergence 
significantly.

4. It is important to pick a good termination method.
5. It is difficult to guarantee that you will achieve convergence due to the 

presence of local maxima.
6. It can be difficult to select the best solution from the many candidate 

solutions that exist.
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Essential Steps of Basic GA:Essential Steps of Basic GA:
Step 0 (initialization): Randomly generate initial population of N (say) 

chromosomes and evaluate fitness function. 

Step 1 (parent selection): Select with replacement NNe parents from full 
population. 

Step 2 (crossover): For each pair of parents identified in step 1, perform 
crossover on parents at a randomly chosen splice point (or points if using 
multi-point crossover) with probability Pc.

Step 3 (replacement and mutation): Replace the non-elite N Ne
chromosomes with the current population of offspring from step 2.  Perform 
mutation on the bits with a small probability Pm . 

Step 4 (fitness and end test): Compute the fitness values for the new 
population of N chromosomes.  Terminate the algorithm if stopping criterion 
or budget of fitness function evaluations is met; else return to step 1.

IntConSys-MSc 



18IntConSys-MSc 



Main Difficulties of Genetic Algorithms:

 Adjustment of the GA control parameters

 population size

 crossover probability

 mutation probability

 Specification of the termination condition

 Representation of the problem solutions
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Chromosome:
In  GAs, a chromosome is a set of parameters which define a proposed 
solution to the problem that the GA is trying to solve. 
The chromosome is often represented as a simple string, although a wide 
variety of other data structures are also used.

Chromosome Design:
The design of the chromosome and its parameters is by necessity specific to 
the problem to be solved.

Example:
Suppose the problem is to find the integer value of x between 0 and 255 that 
provides the maximal result for f(x) = SQR(x). 
Our possible solutions are the integers from 0 to 255, which can all be 
represented as 8-bit binary strings. 
Use an 8-bit binary string as our chromosome. If a given chromosome in the 
population represents the value 155, its chromosome would be 10011011.
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 The mechanism for producing a new population from the current one is called 
Breeding. 

 Parents are chosen in proportion to their fitness using a mechanism called Roulette-
wheel selection. Each chromosome has a fitness, which can be regarded as a 
portion of the total fitness of the population.

Roulette-wheel selection:
 Chromosomes are the essential 

features of a GA, since they contain the 
genetic information. These are strings 
of data that define a particular solution. 

 For example: a chromosome 
representing six genes might be 
specified as a 6-bit number. A 
population of these chromosomes is 
created, and then we need some way 
of measuring the fitness of the 
chromosomes to select the good 
solutions to be parents.
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Example: A Simple Optimization Example
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Optimization Problem:
Maximum of 

f(x)=x2, with x [0,31], 
where x is an integer.

Problem Representation:
encoding of the variable x 
as a binary vector;
[0, 31]        [00000, 11111]
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Example: Traveling Salesperson Problem
 Given (n) cities and distances between them, find the tour of minimum total 

distance. A tour involves starting from any city, visiting every city exactly once and 
returning to the starting city.

 Setting up the chromosomes as to use the list of cities in the order that they are to 
be visited.

 There will be many possible routes that can be taken.
 The fitness measure is a function of the total distance travelled,

Fitness = 1/ total_distance
 Consider a problem of six cities and a path which can be listed  as abcdef, this 

would look like;

 Recombination is a type of crossover used in such a problem. Now take the 
following two paths; abcdefa and aefbdca;
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Benefits of Genetic Algorithms: 
The main advantage of GAs is that they offer an evolution-based stochastic 
search that can be useful in finding good solutions to practical complex 
optimization problems, especially when gradient information is not 
conveniently available.  Benefits of using GAS;

 Concept is easy to understand
 Modular, separate from application
 Supports multi-objective optimization
 Good for “noisy” environments
 Always an answer; answer gets better with time
 Inherently parallel; easily distributed.
 Many ways to speed up and improve a GA-based application as knowledge 

about  problem domain is gained,
 Easy to exploit previous or alternate solutions.
 Flexible building blocks for hybrid applications
 Substantial history and range of use
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