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Course Objectives:

The main objective of this unit 1s to:

» Consider the methods used to implement simple digital algorithms.
» Study, analyze and implement PID control algorithm.

» Solve problems that arise in implementing such algorithms in real-time
applications.

» Choice suitable sampling rates.
» Study different realization methods.
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Sampled Data Systems:

A sampled data system operates on discrete-time rather than continuous-time
signals. A digital computer 1s used as the controller in such a system. A D/A
converter is usually connected to the output of the computer to drive the plant.
We will assume that all the signals enter and leave the computer at the same fixed

times, known as the sampling times.

The digital computer performs the controller or the compensation function within
the system. The A/D converter converts the error signal, which is a continuous

signal, into digital form so that it can be processed by the computer.

At the computer output the D/A converter converts the digital output of the

computer into a form which can be used to drive the plant.
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The Sampling Process:

A sampler is basically a switch that closes every T
seconds.

When a continuous signal 7 (¢) is sampled at regular
intervals T, the resulting discrete-time signal is
shown, where g represents the amount of time the
switch is closed.

In practice the closure time g 1s much smaller than
the sampling time 7', and the pulses can be
approximated by flat-topped rectangles.

In control applications the switch closure time g is
much smaller than the sampling time 7 and can be
neglected.

The 1deal sampling process can be considered as the
multiplication of a pulse train with a continuous
signal, 1.e.

rEy = P(Or(t).

[
P(t) = Z S(t — nT):
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PID Control Algorithm: i
reference

» The Proportional Integral nput: 17)
Derivative (PID) control is a
simple, three-term controller
used in industry.

control-law
computation

{

m(t) = Kyle(t) + 1/ T; Sﬂ e(t)dt + Tude(t)|dr] (1)

» The differential equation for a
PID controller is :

e(t)=r(t)—c(t)

_M(s) _ s (2)
G:(s)= E(5) —Ep(l T T;5+ Tdﬂ)
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R(s) + E(s) _ I M(s) ’ — C(s)
FoAF p\S

Both the time domain and frequency domain representation are continuous
representation.

To implement the controller using a a digital algorithm, it is required to convert
from a continuous to discrete representation of the controller. There are several
methods to doing this, such as;

— First-order finite differences.
— Z-transform.
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Using 1%t-order finite differences:
* Considering the time domain version of the PID controller, replace the differential
and integral terms by their discrete equivalents by using:

ar
dr

_ Je— S -1 N
= ket , E e(t)dt = kgle.e.ﬁr (3)

and hence eguation 1 becomes

m(n) = K, [TJ(E(’”_E‘”‘” + e(n) + — f‘_.exﬂr] (4)
: 1

Al Ty k=

By introducing new parameters as follows:

Ki P Kp{Ts,l'r Tr:l'
Kag=Kp(Taf Ts)

Is = At = the sampling interval, equation4 can be expressed
as an algorithm of the form

s(n)=s(n— 1)+ e(n) (5)
m(n) = Kpe(n) + Kis(n) + Kale(n) — e(n — 1)] |

s(n)= sum of the errors taken over the interval 0 to n7T.
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Position and Velocity Algorithms:

» The digital control law given by equation 5 is referred to as the positional algorithm,
because it 1s used to calculate the absolute value of the actuator position.

» The velocity algorithm is an alternative form of the PID control algorithm, and it is
widely used to provide automatic bumpless transfer. This algorithm gives the change

in the value of the manipulated variable at each sample time.

dm(r) de(t) 1 dze(r))
dr K dr | T elr) + Ta —p3
My = rre(re) — rmr(nn — 1)
Fa'y 4
=Ep([e{n}—etjn—1)]—l— - e(r) +
E [e(rn)y — 2e(n — 1) + e(n — 2}])
Amin) = K [(l—i— ‘f+ Td)e{n}—
T
(1 + 2 T;)E(ﬂ —1) + 7. e(rn — 2}}
Ky =Kp(l + Ts|Ti + Taf Ts)
Ks= —Kp(l +2TafTs)

Ki=Kp Tal Ts
Am(n)=Ke(n) + Kze(n — 1) + Kzse(n — 2)
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Comparison of Position and Velocity Algorithms:

* Comparing the position algorithm (equ 5) and the velocity algorithm (equ 10)
shows that:

e The velocity algorithm 1s simpler to program (PROVE THAT).

e The velocity algorithm is inherently safer in that large changes in demanded
actuator position are unlikely to occur.

Am(n) = Kp([f(n - )= e + 2 (- ()

T
+24 2e(n=1) = c(n - 2) -ﬁﬂﬂ) (1)

5

s(ny=sn-1)+e(n)
m(n)=Kpe(n) + Kis(n)+ Kqle(n) —e(n—1)] (12)

s(n)=sn-1)+en)(TyTi)
m(n) = Kpe(n) + Kps(n) + Ka[e(n) —e(n—-1)] (13)
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The PID Controller: Z-Transform:

The PID controller can be expressed as a transfer function in z-transform:

let d=Ty4/Ts; and g = T,/T;. Then
mn) = Kp(e{n} +g >,e(k) +dle(n)—e(n — 1}]) (23)

k=1

D(z)=M(2)E(2)

D(z) = Kp(l +—E5 L d—dz” ])

z— 1 (24)

Kpez/(z— D= Kpgz/f(1 —27")

x1()=Kp(l +d)e(i)

xa(i)= Kpge(i) + x2(i — 1)

x3(i)= — Kpde(i— 1)

m(i) = x1 () + x2(8) + x3(r)

Substituting for 4 and g gives

x1(0) = Kp(1 + Taf Ts)e(i)

x2(i) = Kp(Ts/ Ti)el(i) + x2(i — 1) (25)
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The algorithm from equation25 is

s(n)=Kie(n)+s(n—1)
m(n) = Kze(n) + Kie(n — 1) + s(n)

K!: KPT_T,!II Ti, Kz — Kp(l"‘Tdﬁ Ts) and K3="_KpTdIT5.

Kp(1 +d)

E(z) Kpez + M(z)
- =—1 4

_Kpdz_l

z-transform function form of PID controller
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2 — —
D(z) = Kp((l + g+ d);z _,(:; 2d)z a’) 26)

ﬂ’n‘l-ﬂlz_l +H22."_2
D —

(z) 1+ b1z~ !
where ao=K,(1 +g+ d)
> =Kpd

b] — 1

Direct implementation gives

m(i)=aoe(i)+are(i—1)+aze(i-2)-bim(i—1) (27)

m(f)=xp[(1 :';* T) (i)— ( T‘:)e{i—l}

+ T4 o~ 2) 4+ mi - 1}] (28)
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Controller Realization:
1. Direct Structure:
1.1 Direct Noncanonical Structure:

The transfer function can be expressed as:

M(z) _ _ _Ej=0 @z’ 29
E@) ) TTirsn, b’ =

The transfer function in equation29 is converted
directly into the difference equation

i L]
m;= 2, ajei—;j— 2, bymi_; (30)
J=0 J=1
EXAMPLE

Consider a system with the transfer function

M(2) _ ) py = 3+ 3.62° '+ 0.6z~ °
E(2) 1+0.1z"'-0.2z77

Then by direct method 1 the computer algorithm is simplyv

mi=3e;i + 3.6€i—1 +0.6€;j—-2 — 0. 1mti- + 0.2mi-2
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1.2 Direct Canonical Structure:

the difference equation is formulated by introducing an
auxiliary variable P(z) such that

MY B e

P(z) /= (32)
and

FEE) 1 (33)
E(z) 1+Z7., bz~

From equations 32 and 33 two equations are obtained:

Fl

m i 2J§] QiPi—j {3‘1}
and

o =e"_,§; O1Pi-i (35)

Using the example above the following algorithm is obtained:
Pi=e;—0.1pi—1+0.2p;_2
mi=3pi+3.6pi-1+0.6pi-2
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2. Cascade Realization:

. The transfer function is expressed as the product of simple block elements of 1%
and 2" order, then each element can be converted to a difference equation using

direct structure.

E(z) Mi(z)
— [ e D, }—- D, —--

MR@) _ pzy= 30 +27 D01 +02z" 1) (36)
E(z) (1 +0.5z7 )1 - 0.4z )
Hence p, — 3
Dawiitl 21y Ds=1/(1+0.5z27")
Dy=(1+0.2z"1) Ds=1/(1 —0.4z7")

X1(f)= 3e(i)
xz{f)=x1(i)+x1(i — 1)
Xa({)=x2(1) +0.2x2(f — 1)
Xa(i)=x3({) — 0.5x4(i — 1)
Xs(i)=xa(i) + 0. 4xs(i — 1)
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3. Parallel Realization:

» The transfer function is expressed in fractional
form or is expanded into partial fractions, then it
can be expressed as given bellow. E(z)

« Each element is expressed in difference equation
form using direct structure.

Consider a system with the transfer function

M(Z) _ gy = 3+ 3:62 '+0.6z"*
E(z) 1 +0.1z"" - 0.2z" 2

The partial fraction expansion is

M(2) | 7
E(z) =DM == 1 +0.5z~"° = — 0.4z "

Hence D1= -3, D= - 1/(1 +0.5z" '), D3=7/(1 —0.4z™ ')
and the algorithm is

x1(i) = — 3e(i)

x2(f)= —e(i) —0.5x:(i — 1

xXy({)=Te(i) +0.4x3(i — 1)

m (i) =x10i) + x20i) + x3(7)
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