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Moments 
 An application of the expected value of a function g(.) of random 

variable X is in calculating moments. Two types of moments are of 

interest, those about the origin and those about the mean. 

Moments about the Origin: 

 The nth moment of the random variable X about the origin 

 
Central Moments: 

 The nth central moment of the random variable X 
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Variance and Skew: 

 The second central moment is called the variance of X 

 
 Often a distribution is not symmetric about any value but instead 

has one of its tails longer than the other. If the longer tail occurs to 

the right, as in Fig, the distribution is said to be skewed to the right, 

while if the longer tail occurs to the left, as in Fig, it is said to be 
skewed to the left. 

 Measure describing this asymmetry called coefficient of skewness, 

or briefly skewness. 

 The measure will be positive or negative according to whether the 

distribution is skewed to the right or left, respectively.  
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 The third central moment is a measure of the asymmetry of the 

density function about the mean value m0 and called the skew of the 

density function 

 
 The normalized third central moment  

 
is called the coefficient of skewness. 

 If a density is symmetric about the mean value m0, it has zero skew. 

 Example: (Exponential Density Function) 
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Functions that Give Moments 

 Although the moments of most distributions can be determined 
directly by evaluating the necessary integrals or sums, an 

alternative procedure sometimes provides considerable 

simplifications. This technique utilizes moment-generating 

functions. 

 Two functions can be defined that allow moments to be calculated for 
a random variable X. 

o Characteristic Function: 

 The characteristic function of a random variable X is 

defined by 

 
 The nth moment of X is given by 
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 Example: (Exponential Density Function) 

 
 The characteristic function for the exponential random 

variable is 

 
 The first moment for the exponential random variable is 

 
o Moment Generating Function: 

 Another statistical average closely related to the 
characteristic function is the moment generating function, 

defined by 
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 The nth moment of X is given by 

 
 Example: (Exponential Density Function) 

 
 The moment generating function for the exponential 

random variable 

 
 The first moment for the exponential random variable is 
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 Example: (Uniform Density Function) 
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Examples 

 
Expectation of random variables 

 Example 1: In a lottery, there are 200 prizes of $5, 20 prizes of $25, 

and 5 prizes of $100. Assuming that 10,000 tickets are to be issued 

and sold, what is a fair price to pay for a ticket? 
o Solution: Let X be a random variable denoting the amount of 

money to be won on a ticket. The various values of X together 

with their probabilities are shown in Table 

 
𝑬(𝑿)  =  (𝟓)(𝟎. 𝟎𝟐)  + (𝟐𝟓)(𝟎. 𝟎𝟎𝟐) +  (𝟏𝟎𝟎)(𝟎. 𝟎𝟎𝟎𝟓) +  (𝟎)(𝟎. 𝟗𝟕𝟕𝟓)  =  𝟎. 𝟐 

or 20 cents. Thus, the fair price to pay for a ticket is 20 cents 
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 Example 2: A continuous random variable X has probability density 

given by 

 
Find (a) 𝑬(𝑿), (b) 𝑬(𝑿𝟐). 
o Solution: 

 
Variance and standard deviation 

 Example 3: Find (a) the variance, (b) the standard deviation for the 

random variable of example 2. 

o Solution: 

a) Then the variance is 
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Another method 

 
b)  

 
Moments and moment generating functions 

 Example 4: A random variable X has density function given by 

 
Find the moment generating function 

o Solution: 
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 Example 5 Find the first four moments 

o (a) about the origin, 

o (b) about the mean,  
For a random variable X having density Function 

 
o Solution: 
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 Example 6: Find the characteristic function of the random variable 

X having density function given by 

 
o Solution: 

The characteristic function is given by 

 
 Example 7: Find the coefficient of skewness, for the distribution of 

example 5. 

o Solution: 

From Example 5 (b) we have 

 

 


