Microprocessors (0630371)
Fall 2010/2011 — Lecture Notes # 1

The Intel Microprocessors:

Architecture, Programming and Interfacing
Introduction to the Microprocessor and computer

Outline of the Lecture
» Evolution of programming languages.
» Microcomputer Architecture.
» Instruction Execution Cycle.

Evolution of programming languages:

« Machine language- the programmer had to remember the machine dodesrious
operations, and had to remember the locationseofltia in the main memory like:
0101 0011 0111...

s Assembly Language- an instruction is an easy —to- remember form edalh
mnemonic code

Example:
Assembly Language Machine Language
Load 100100
ADD 100101
SUB 100011

We need a program called an assembler that trasdla assembly language instructions
into machine language.

% High-level languages

Fortran, Cobol, Pascal, C++, C# and java.

We need @ompiler to translate instructions written in high-levehdmages into machine
code.

Microprocessor-based system (Micro computer) Archigcture
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The figure shows the main components of a micraggssar-based system:
s CPU- Central Processing Unit, where calculations and logic operations are done.
CPU containgegisters a high-frequencyglock, a control unit CU) and an arithmetic
logic unit ALU).
o Clock: synchronizes the internal operations of the CPith wther system
components using clock pulsing at a constant tht lfasic unit of time for
machine instructions is a machine cycle or cload&y

One cycle

A machine instruction requires at least one cloagecsome instruction require 50 clocks.

o Control Unit (CU) - generate the needed control signals to coormlitia
sequencing of steps involved in executing machnséructions: (fetches data
and instructions and decodes addresses for the ALU)

o Arithmetic logic (ALU) - performs arithmetic operations such as additiah an
subtraction and logical operations such as AND, @i, NOT.

0 Registers: Internal memory locations.

o System Bus: The components of the computer system must conatenwith
other and with the outside world using a bus.

A busis a bunch of wires that transfer data from on¢ @iethe computer to another.
There are three types of Bus:

1. Address Bus (AB): the width of AB determines the amount of physicaémory
addressable by microprocessor and it holds theeadds of instructions and data when
the currently executing instruction transfers dsttween the CPU and memory.

2. Data Bus (DB): The width of DB: The width of DB indicates the einf the data
transferred between microprocessor and memoryodévice.

(Transfer instructions and data)

3. Control Bus (CB): The control bus uses binary signals to synchroad®ns of all
devices attached to the system bus.

CB consists of control signals likmemory read, memory write, 1/0 read, 1/0O write,
interrupt acknowledge ...

% Memory Storage Unit:

The memory of computer system consists of tinytedeac switches (two states: open or
close). Each switch can represent a binary digibib The memory unit consists of
millions of such bits; bits are organized into grewas the following:

Narme Nunber of bytes
Bit 0 or 1 (1 Bit)
Byte 8 Bits (1 Byte)
Word 2- Bytes (16- Bits) Address
Double Word 4- Bytes (32- Bits)
Quad Word 8- Bytes (64- Bits) . |Data
Paragraph 16- Bytes (128- Bits) Read Memory Unit
KB. 1024- Byte W—rit o >
Two memory operations (Basic Operations) —

Read & Wite
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» Stepsin atypical read cycle:
Read the address of the location.
Activate theread signal (control signal).
Wait for the memory to retrieve the data.
Read the data from the data bus.
Drop the memoryead control signal to terminate the read cycle.
» Stepsin atypical write cycle:
Place the address of the location to be writtetheraddress bus.
Place the data to be written on the data bus.
Activate thewrite signal.
Wait for the memory to store data.
Drop thewrite signal.
» Logical view of the systems (memory system)
Memory can be viewed as consisting of an ordergdiesgce of bytes. Such memory is
calledbyte addressable memory
8086 microprocessor can address up to 1 MB (228shyaddress lines)

Addressin Addressin
Decimal Hex
2°°-1 FFFFF
2%%-2 FFFFE
i 000(2
0 0001
0000(

» Types of memory:

The memory unit can be implemented using a vanétyemory chips- different speeds,
different technologies and different sizes.
(The two basic types are RAM or ROM)
Read Only Memories (ROM)
Other types of ROM:

o Programmable ROM (PROM)

o Erasable PROM (EPROM)- Special equipment

0 EAPROM (Electrically)
Read/write Memory
Random access memory (RAM):

0 Static RAM- used for implementing CPU registers aadhe memory.

o Dynamic RAM- main memory in a computer system (Paagis kept during

the execution, also the data).
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Instruction Execution Cycle

« The sequence of individual operations to executgngle machine instruction is
called thenstruction execution cycle
+« Executing a machine instruction requires threedostgpsfetch, decodeandexecute
and two more steps are required when the instruetses a memory operarfdtch
operand andstore output operand
1. Fetch:
The control unit fetches the next instruction fréme instruction queue and increment
theinstruction pointer (IP)
2. Decode:
The control unit decodes the instruction, to deteemvhat the instruction will do.
3. Fetch operands:
If the instruction uses an input operand locatedchamory, the control unit uses a read
operation to retrieve the operand and copy it internal registers.
4. EXxecute:
The ALU executes the instruction using the namegistered and sends the output to
named register and/or memory.
The ALU updates status flags providing informatadiout the processor state.
5. Store Output Operand
If the output operand is in memory, the controltwses a write operation to store the
data.
The sequence of steps can be expressed in psedeo co
Loop
Fetch next Instruction
Advance the instruction pointer (IP)
Decode the instruction
I f menory operand needed, read value from nenory
Execute the instruction
If result is nenory operand, wite result to nmenory
Conti nue | oop
The processor use high speed cache memory to decitsaneed to access the slower
main memory and the CPU must wait one or more ctyckes until operands have been
fetched from memory before the current instructtan complete its execution.
The wasted clock cycles are calledit states



