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Tutorial at the AICCSA °2007)
May 13-16, 2007, Amman, Jordan

Control Problems in Multi-service, Multi-platform
Telecommunication Networks

Instructor: Prof. Franco Davoli

Department of Communications, Computer and Systems Science (DIST),

and Italian National Consortium for Telecommunications (CNIT) — University of Genoa Research Unit
University of Genoa

Via Opera Pia 13

[-16145 Genova

Italy

Tel.: +390103532732
Fax: +390103532154
E-mail: franco@dist.unige.it

Summary: Telecommunication Networks are complex, distributed, large-scale systems. Networking is
basically a resource allocation activity, in a broad sense, where resources are typically represented by
bandwidth, storage and processing capacity. The optimization of these resources, whose main final
goals are to provide Quality of Service (QoS) to the users at reasonable and competitive prices and to
maximize the revenue of the network operator, can be viewed under two different, related perspectives:
for network planning purposes and for real time control of network operations. The importance of these
aspects is enhanced by the ever-increasing presence of transfer modes based on statistical multiplexing
paradigms (e.g., the Internet) and of multiple services within all types of networks. Moreover,
complexity is added to the problem by the heterogeneity of networking platforms: though a sort of
common paradigm at the network layer and above is that of the Internet Protocol Suite (and related
QoS mechanisms), there are a number of different physical transport environments, which have widely
different characteristics in terms of transmission capacity, error resilience, operational complexity, and
scalability. The aim of the tutorial is to explore different areas in networking (QoS-Internet, cellular
networks and wireless LANSs, satellite networks, optical networks) from the point of view of resource
allocation and QoS control, to outline the main problem areas and to point to some common control
techniques arising in the different environments.

Outline of Topics:

Control Problems in Telecommunication Networks
* General aspects and common ground
* Problem areas in networking control
* Heterogeneous networking environments
* Quality of Service
* Timescales - control, management, planning
* Networking technologies


http://www.a-pdf.com

Optimal Control of Dynamic Systems
* Representations of dynamic systems
¢ Controlled Markov chains
* Markov Decision Processes
* Functional and parametric optimization
* Dynamic Programming
*  Optimization Techniques

Call Admission Control, Bandwidth Allocation, Congestion Control
* Admission policies
* Service separation - Decoupling low- and high-level constraints
* Bandwidth allocation
* Dynamic routing of flows
* Pricing
* Applications in wired and wireless networking platforms

Instructor’s short bio: Franco Davoli received the ‘laurea’ degree in Electronic Engineering in 1975
from the University of Genoa, Italy. Since 1990 he has been Full Professor of Telecommunication
Networks at the University of Genoa, where he is with the Department of Communications, Computer
and Systems Science (DIST). From 1989 to 1991 and from 1993 to 1996 he was also teaching classes
in Telecommunication Networks at the University of Parma, Italy. His past research activities have
included adaptive and decentralized control, large scale systems, routing and multiple access in packet-
switched communication networks, packet radio networks. His current research interests are in
bandwidth allocation, admission control and routing in multiservice networks, wireless mobile and
satellite networks and multimedia communications and services. He has co-authored over 250 scientific
publications in international journals, book chapters and conferente proceedings. In 2004, he has been
the recipient of an Erskine Fellowship from the University of Canterbury, Christchurch, New Zealand,
as Visiting Professor. He has been Principal Investigator in a large number of research projects, and has
served in several positions in the Italian National Consortium for Telecommunications (CNIT),
including the direction of the National Laboratory for Multimedia Communications in Naples in the
period 2002-2004; he is currently Vice-President of the CNIT Management Committee. He is a Senior
Member of the IEEE.

Target Audience: students, researchers, instructors and professionals interested in the field of
telecommunication networks. A minimum knowledge of basic networking principles is required.
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Ou tline (cont’d)

BandwidiialiecatieninATM and P terrestrial, mobile
wireless andisatellite networks - Dynamic routing of flows

Scheduling
Pricing




(cont’d)
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Cress-layer approaches
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Introduction

ANEEENTINIBER Olpa) namic controll and resource
zllloezitley) pm#erﬂ; anise in almost all types of
- COmMURICELIeR NEWNVOrKS.

Amoeng| OLIESASome examples of the most
commonRiyAound GRES! are:

N ConnectionfAamission; Control (CAC)

Banadwidthr Allecation

Congestion: Control

Routing

Scheduling

Power control in wireless networks

N
N
N
N
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1n troduction (cont'd)

B Sen groolanns ale € ntered in different
NEWVOErERVIienIT , cabled and wireless;
DFJJJWJ”\/ - -

LIy IDVIFDasedistrictres (Circuit-switched telephone

n%ﬂ@r'ﬂ“ mOJJJ“ radio networks, even in conjunction

Withp@BIVA satellite networks)

'nvor”~
N IP networksiwith DiffiServ/IntServ paradigms, MPLS
N Optical networks (with MPAS, GMPLS)
N Wireless networks

The various structures may appear together (in
particular, IP-over-X)




1n troduction (cont'd)

HrJ\/JJchJ rmrJ De 9
COURLEIIESSHIES, i) aIIocatlon among users and services,
fpltlfe]e

o) nmc'lwidth allocation, routing, Call Admission
' ingl

N Application: congestion control (e.g., TCP-friendly applications),
rate adaptation, pricing, ...

Cross-layer approachies (i.e., exploiting information from

other layers for control purposes) are often advisable,

especially at lower layers in noisy environments.




se of the Tutorial

_NIG GIVE diif OVER '!W eff seme control

ccliinc Nt 4~ ~ AT
SSESIandl tec

different metworking environments

To pointout possible open problems
and' research areas
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v The overall effiect of perfoermance-enabling
services that determine the degree of satisfaction
of a service user.

v From the viewpoint of the telecommunication
network, QoS translates into the capability of the
network to guarantee a specific service level.




Quality’ off Service

Iplcleec], tnie erm.@ a number of

RLETPIELC rJom \@Jcr de from the quality
PENGEIVEM DY HEISEIVICE USEr to a set of performance
(IRPGENEICI) Hyerwn C) parameters that is
W;ﬂr\/ LORSIIECITY, to ebtain the desired level of

' QOS : dlrectly provided by the network and described in
terms of objective indicators, like loss (of data units or connections)
and transfer delay.

Perceived QoS - P-QoS: as subjectively measured by the Mean
Opinion Scoreé. (MOS)).

Assessed QoS : as referred to the user’s willingness to continue
using a service. Related to P- -QoS, but also dependent from the
pricing mechanism, the support guaranteed by the provider and
other commerciall and market aspects.

70




| s?en offered in terms of
OIJECHIVENNBICATONS, DY USING a
SNV EISSIIEGGALON) = SLS.

e technical part of an
agreement, negotiated between service user
and provider, relatively to the characteristics
of the service itself and to the associated set
of metrics (Service Level Agreement - SLA).

11




'Applications

m Yrlier) clgolics]e sq@ed some form of QoS?
WAl pPplIcations requiring a specified level of
g UETEREE  Tifemrthe network

— SenVicesHiertie transport off aggregate

-~ informetiBhN(bandwidth from providers, VPN)

- IAfthe access network

-~ ItENsEEKoNe NetWork

Videoconierencing, videotelephony

VoIP, Internet Telephony.

Tele-medicine

Tele-education

Remote Control

Emergency (Disaster Recovery) applications

12




REGUESTS for QoS

NV EIKETTES 'LJeab
“NWidespreadrdiiifusion of the /nternet
Prolosw)Stiteias a universal” platform
Need eifmechanisms to provide quality
end-to-end QoS on IP networks and
across multiple domains.

13
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IMUET QoS Classes (for IP)

e e e e T ]
.ﬂ':

el 541

-

Characteristics

Real-time, delay jitter sensitive, highly interactive

Real-time, delay jitter sensitive, interactive

Data transactions, highly interactive

Data transactions, interactive

Low loss (short transactions, streaming data flow)

N | DW=

Traditional applications of best-effort IP networks




Q06S metrics (IP)

NPIRESNIZNCECKEL LOSS Rale

N W lIE e deher Transier Delay
N NPV NN CECKEL Delay: Variation
d@:’f’ N PAPaGKEL EITor Rate

Skew(@verage, value of the delay
difference among packets belonging to
different, mutually synchronized,
media)
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ICS - Requirements

QoS Classes
Performance 0 1 2 3 4
Parameter
IPTD Upper limiton | 100 ms | 400 ms | 100 ms 400 ms ls
average [PTD
[PDV Upper limit on 50ms | 50 ms Un- Un- Un-
1-103 quantile of specified | specified | specified
IPTD less min
IPTD
IPLR Upper limiton | 1x103 | 1x103 | 1x103 1x1073 1x1073

packet loss rate

IPER Upper limit 1x10*

Class 5
Un-
specified

Un-
specified

Un-
specified

Un-
specified




POSMELNCS - An example

~d

M -

MULTIMEDIA QoS REQUIREMENTS

Maximum Maximum Guaranteed
Traffic Packet One-Way Maximum Priority Bandwidth
Type Loss Latency Jitter per Session

Voice over IP 1 percent 200 MS 30 Ms 12 to 106 kbps®

Videoconferencing | 1 percent 200 M5 30 mMs Size of the session
plus zo percent

Streaming Video 2 percent 5 seconds Not Depends on encoding
applicable format and video
stream rate

Data Variable Variable Variable Variable

" Depending on sampling rate, codec, and Layer 2 overhead



Resource Allocation

18



- Time scales

traffic
shaping

scheduling

A wide range of time scales, with orders of magnitude from
few ps to minutes, hours and days. Accordingly, a set of

(related) resource allocation and control problems, spanning
e Network Control

e Network Management
e Network Planning

19
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rend-te-end guarantees (if at all
d imply cooperation among

However, care should be taken in cross-layer
approaches, In order not to disrupt
architecturall principles that ensure
interoperabilty

20
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QES contrel - Technologies

SIOWIIGIEREwIaLT at the problem’
ANNY

_E?(IP\/Z} ana IPV6)

o DiffServ// IntServ

BMPLS

22



4 :, iecnnolegies - MPLS
.‘_’

Sirr_1p|e ﬁ QoS handling
Universa Control functions

23



echnologies - MPLS

C eaamee ewelsl

-
—-—
—

- 32-bits
DE)!
Experimental
Stacking bit (indicates presence of more /abels)

lime to live
IP on guaranteed performance network

»

-
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DD, 8

LER (Labe/l Edge Router) at ingress applies Labe/to packet and sends
over correct LSP (Label Switched Path).

LSRs (Label Switched Router) switch packet, swapping labels

Egress LER eliminates label and forwards packet with IP forwarding
procedure

25



VPI

VCI

Ottetti
VCI 3

|] | RES | CLP

HEC

Version | IHL ‘ Type of Service ) Total Length
——

Identification Flags | Fragment Offset

Time To Live k Protocol Header checksum

Source Address

Destination Address

Options | Padding

ww

Y. —~

Versimu Class Flow Label

load Len

Source Address

Destination Address




_ITraffic flow ide,l"'l%

BScheduling (service discipline)
B Flow and congestion control
BQoS Routing

27



Vigieva@hains, MDPs, and Optimization

[ IDISGHRELETINME! IMarko alns

N Conmnuous@rn‘:’Ma'J\c Chains
NV aIKOVADEGISION! PrOCESSES
Mrnf Programming
ItESEHZOR Optimization
Numerlca lechnigues
Control Issues'in TDM, ATM and IP networks
Examples

28



REPIESENtation off networks as
dyiamic systems

kS are most often modeled
Jr1 rJ i eru,de OImPIEX dynamic stochastic

-p nﬂm IS LAEY are; interconnected

Sl Whese state depends on time, and

o Je VI may: be driven by external random
VeniabIEsRIn particllar, they may be most often
fEPresentearasigl/eLeliy: systems.

There are many, often equivalent, representations of
complex dynamical systems, e.q., in terms of input-
output differential equations, transfer function
matrices, state equations. One of the most commonly
used for queueing systems and networks is in terms
of

29




“SVaieVAGgiisiare Markoy: processes whose time-
AEPEREEILNS cmdog Variables (the of the Markov

r)er rJenc: the future evolution on the past (the
fthe process being summarized in the

current state).

Basically, thejchain can be seen as modeling the
position of an ebject in a discrete set of possible
locations over time, the next location being chosen at
random from a distribution that depends only on the
current one.

30




DERIHE) _l 1

Let EER{(NWIM. The quantities

pij = Pr{Xns1 = jIXn =i }=Pr{Xs = j[Xo =1

are the one-step transition probabilities of a Aomogeneous
___chain, i.e., whose conditional pmf is independent of time.

31



Q;lilt DG (cont’d)

Irreducibility

Deilalition 1.2, A treingile maﬁp on the state space S'is

SelOEN7eriE/p/EINIISIPosSIble for a Markov chain with

IIEIVINERONTIOVE oM any statel/to any other state jin finite

time, Ike., iRtereNsial path between any two states in the
Onespondinepresiion diagram. A DTMC'is /rreducible if its

TPMPHSHIgEdUCIBIE:

AmNitreducible DTMC has at most one invariant

distribution (It certainly: has one if it is finite). A DTMC with

one invariant distribution is said to be positive recurrent.

The invariant distribution measures the fraction of time that
the DTMC spends in the various states.

32



DTMC : (cont’d)

PEriodicity. and Ergodicity

dZGCD{‘IZJI(Pn)i,i >0

PENNENIIEALESE CON nmvu of the number of steps n such that
_the DIiME canie JO%HJ state /back to itself in n steps (for an
Jrrew PDIIMERENS| the same for all states).

DefinitionsssMtet =P be an irreducible TPM on S. If d > 1, then P
IS Sald eI BENPE oG/l period.d. If d = 1, then P is said to be
aper/od/c.

\%
Fox an /rreducib/e and aperiodic DTMC with invariant

distributioni |, , the limit . exists, is independent of the initial state
and coincides with the unigue steady-state probability vector. v

An irreducible, aperiodic DTMC with all states being positive
recurrent is said to be ergodic.

33



EontinUoLS Time Markov Chains

CIIMES can be viewed @DTMC S with an
]nf]n]tes]mal%rnE]JP'er unit. However, a more
direeRdefinitiontcan be used.

NSl WWeE recalll the properties of an

If 7 is exponentially: distributed with rate A, then

- CREER

- © IS /memoryless, i.e.,

Prft>s+tlt>st=Pr{t>t}, Vst>0

34




Stationary
probability
vector(s)

Unique
steady-state
probability
vector

Infinitely
many

None

n =[.5 .5]

P" does not
converge

n =[.5 .5]

P=P =P,

m =[01]

None that covers
the whole state
space

(to=0)




CTM C (cont'd)

PEfRItEHNPENIESIBENa colntable set. A rate matrix Q on S
Sie coJJachon Q= {1 i,j €S ofﬂeal nuUMmMBbers s.t.
E _ OSq”<oo,‘v’l;tjeS, and
—Qjj =9j = D 0j; <», VieS
, | j#i \%
DeliniticoniySMEIVERTa countable set S, a rate matrix Q on S,

andlaniimitaldistrbutien , the CTMC NEERSRERY is defined
as fiellows

= Choose & With distribution = in S;
= If select a random time ¢ that is exponentially distributed with

rate deflne Xs. tmm ;
= At time t—r, the process jumps from the initial value i to a new value

j, selected independently of = s.t.

o

Pf%% = jIXo :i’T}:Fij = j/ai, j# 1

- The construction resumes from there, independently of the process before 1. v,

36
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“HAGeRuEReRIVARIOMatien about the trajectory of X
iprterumENatIatisauseitiNor predicting the trajectory
citeftime tis the curient value pey.
NOLEPNIY pas%g, tiiat 1A processes having non-
ExpenenuaINIBIding times, but conditionally
]gﬁendemt sticcessive jumps (e.g., M/G/1 queueing
VSUEMS, AWItR bois50n arrivals and general service
time distrbuiion), it can be useful to study the
(discrete time) Markov chain arising from the process
considered at certain jump. times (embedded Markov
chain). SUEh| processes are called semi-Markov.

(It is remarkable that the steady-state distribution of the
embedded DTMC in the M/G/1 case is the same as the one of
the original non-Markovian process. This is due to the so-called
PASTA property (Poisson Arrivals See Time Averages)).

_GTM C (cont’d)

37
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- |
gontrelled Markov Chains

m I noir) Discraie=lgls an%(:ntinuous-Time Markov Chains,
UENEIETHMERLSIOIF tENIANS or'rate matrices may be
JEPENCHENEBRNaVaaBIEN, WiHeSE Values in a set U(i)
AEETINErthE  thansition probability or rate, given state i.
Wecanwrite SO or Bl to evidence the functional
JEPENCENEE N EIRtINK OfFthe elements of the matrices as
DEeIngRpElEmELIZzed By U, Which represents a control action.
WertalkRrLRISICASE Of a cortrolled Markov chain.

In many’ casesof interest, the sets U(i) may be finite. In
general, the action u stems from a contro/ law (or strategy
or policy), which determines the action as a function of
available information on the process state, either
deterministically’ (pure policy) or on the basis of a
probability distribution over the action space (randomized

policy).

39




gtion; availableron the process at time t
(&ltnl=r ermre O)f ﬁrr;r 0 ay' be denoted by I(t), and may
repreye Al g wnoJe Qm-:mon off past observatlons on the

, This'is the general setting (in an
arkovaPecision Processes (MDP).

A good deal eiFcontrol problems arising in telecommunication
networks (e.g., multiple access, CAC, flow control, dynamic
bandwidth allocation among traffic classes) admit a general
formulation in terms of MDPs. In some instances, there may
even be more thani one decisional agent, and such agents may
possess different information on the system’s state, leading to
formulations in terms of game or team theory.

40
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Witr) etz of Irflgdfides e!%noisy) observations of the

SystEniSIstateNney e tieated efficiently, whenever it is
POSEIBIENGIEXLECEIemtIENWRoIe set of past observations

| ( wh]rh S grovv]ﬁw]'r'r timel)ra finite-dimensional set of

|ES rrmr EESElY speaking, contain all the information in

31y o control purposes. Such a set is called
Ificient statistic OF Information state).

Over Infinit itrel horizons (that are of interest because

they may: be characterized by stationary (time-invariant)

optimal controlflaws), little exists regarding the case of

Imperfect information. Recedirng-horizon approximations

(repetitive control), either closed-/oop or open-loop feedback

may sometimes be viable solutions.

In order to expose the basic principles, in the following we
__ limit our treatment to the case of perfect state information.

41




MIDE (cont'd)
AVIOLEIGI EPKESEN ations of system’s dynamics

“NREYAIERPERStIEL a erking problem can be
formitlziise] griofe ﬂre m terms of (stochastic, i.e.,
AIVEIINGY S SOMEVIO/SEN ariables) state equations, of
CRETLYPE

= b Ui W)

exogenous stochastic
variable

State  ontrol

rather than off Markov chains. As far as discrete time
and discrete (finite or infinite countable) state spaces
are concerned, It is straightforward to reformulate
the dynamics in term of a Transition Probability
Matrix.

42
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MIDE _ (cont'd)

ontrol laws

WoNIGliaonZeq (PUrE) case, consider control laws

Ut = Vi (I), | ES, Ut € Ut(l), t = to,tl,...
4 -
(WhEre t rEpresentsta discrete time instant (decision
EpPoeh) WhERE ?a PIrOCESS| Changes state).

AS reganes theNvanaonized case, the control law takes on
the form

vi = 11(i,u), i € Su eUq(i)
s.t. when theipriocess enters state i at time t, action u is
chosen with probability. Obviously,

0<y(i,u)<1,VieSueU(i) and D vi(i,u)=1 VieS
ueU, (i)

43




(cont'd)

(G revenue) functionals
-

felpl dntac)rell oV
ﬁnd CORtINUBUSE

N-1
J;(X0) = E{ 2.9t[Xt ,Yt(xt)]XO}
t=0

N-1
= lim E{ Zatgt[xtﬁt(xt)]xo}

N—oo (=0

N-1
J7 av(X0) = I\|Iim ﬁE{ th[xt,vt(xt)]b(o}

—>® t=0



ARCERVIDP (cont'd)

€05 fievenue) functionals

TN
T finjia hofdzon] 18 _

u COTHC fnite nor/_/oni\]?(xo) —E J gt[xt vt (X¢) ]dt |x0

y
s l — . .
," . wnere NS e @m'r pirthe N=th jump of the process. This
contiNUIoUSIIMENCOsE can be easily discretized over events
oV USING| UiliorinzaLori), 1o, yield a sum over n as in the
discretercasEN@ctiially, the same is possible, with some
more complicatienitthe final time is a fixed instant T,

rather than rance 1

CTMC, Trnmite [oHZo1m: J~ aXo)=lIIm = {jgt Xt,yt(xt)]dtlxo}
Towo I

again, there is an equivalent discrete problem that can be

obtained by uniformization. The discounted versions are also

possible.
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. (cont'd)
=
ayenue) functionals

N IMEWYEIKINERPIonIE e cost (or revenue) is
HESIOIEN rJSSOf‘ LG WITH:
p55i0l data Unitsi(Segments, packets, cells, ...) in finite
PUIHENRS

W/(mg ojf coplplei]es) or flow reguests at the network edge
or Ir) trie rrrm.r 2CroSs network boundaries

(data link, network, transport, application)

» Net user gain. or satisfaction (benefit less price paid for
resource utilization)

» Network or service provider’s revenue
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