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Abstract 

 

Data mining is a computer science field that works on finding the relations and 

patterns that are found within data (training data), by detecting these relations and 

patterns, rules can be created, that  can be used later on to filter out and process future 

data (test data). Prism is an easy covering algorithm depending on separate-and-conquer 

algorithms; this algorithm creates rules by discovering the power of relations between 

attribute items with the objective class. The primary phase in Prism is the rule creation 

phase, where the relation power between every attribute item and the targeted class is 

computed in every assumption, then the set of training data is classified based on the 

output results. 

One of the primary pillars in the rule generation step is that whenever Prism detects 

two equal strength values, Prism selects one value only and drops the other to the next 

iteration of computations and filtering. However, observations and experiments over 

more than one data set proved that in each time the other equal value is always chosen in 

the next iteration, this is obviously unneeded system overhead. 

In this thesis, we aim to remove this redundancy in rule generation phase by 

presenting the enhanced prism (E-Prism) algorithm. 

Another insufficiency in this algorithm is that it deals with only categorical attributes, 

some discretization methods where previously used with Prism, but the problem with 

these techniques is their large calculation complexity compared to other discretization 

methods. This thesis aims overcome this problem by using discretization methods with 

small complexity as a pre-processing phase allowing Prism to deal with continuous 

attributes. 
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1.1 Introduction 

In this chapter, we show an overview of the main issues that were handled in this 

thesis, the importance of the thesis, the main structure and its contribution. 

Data mining is an approach to analyze data and to transform this raw data into helpful 

information. This approach is applied in many different areas such as marketing 

applications, business intelligence applications that help users to make better business 

decisions, in Internet search technology and multimedia. Data mining is a subject domain 

that joins knowledge and uses the science of statistics, artificial intelligence and natural 

language processing. 

1.2 Background (Prism Algorithm)  

In the field of data mining Prism is a rule induction algorithm, which was introduced 

by (Cendrowska, 1987), and was enhanced by (Bramer, 2002) and (Stahl and et.al, 2009), 

the main goal of this algorithm is to make an immediate sorting rules from training sets. 

Each rule is established by the algorithm by creating it term-by-term and selecting the 

attribute-value pair that increases the probability of a selection outcome class. Each term 

is defined as "attribute = value" form.  

In the original format, the Prism algorithm utilizes separate-and-conquer technique, 

there are specific steps starting with determining the probability of each classification for 

all pairs, then selecting the highest probability pair and initiate a subset to add it to rule 

set to create the rule, after that repeat the previous steps until finally having a subset that 

contains the rule for classification. 

Prism algorithms follow the separate and conquer approach; it addresses some of the 

shortcomings of decision trees, such as the replicated sub tree problem. Its main steps are 

as follow: 

 As a starter, a rule is declared.  

 After that, all items related to the rule are sorted out. 

 Then remaining instances are conquered.  
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After this phase, rule established classification become a common model in data 

mining where the result is outlined in "If-Then" format and saved in the learning 

principle, while the challenge of classical rule based classification particularly in 

induction algorithms like RIPPER is specific size classifiers (specific count of attributes 

creating a rule) with often low accuracy. In the other side, Prism algorithm creates high 

numbers of rules and often attempts to get optimal rules. Prism also does not handle 

Continuous data. 

1.3 Discretization of Continuous Attributes 

It is the technique of dividing the continuous attributes into discreet attributes (E Xu, et 

al, 2010).  Unfortunately, the total number of methods to discretize the continuous 

attribute is unlimited. Data discretization is a general, goal driven pre-processing 

technique that is used to create groups of value ranges for a specific continuous variable 

by partitioning its domain into a predefined number of disjoint ranges, and then relates 

these ranges with reliable labels (Sheng-yi J. et.al, 2009). Subsequently, data are resolved 

at this larger stage of knowledge representation rather than the exact individual values, in 

order to achieve a very easy representation of the data in data exploration and data 

mining technique. A discretization technique flows in mainly four steps as defined in 

(Figure 1). (Joao G, et al, 2006). 

 

Figure 1 Steps of discretization  

The main purpose of discretization is to discover a group of cut points to divide the 

domain into a little number of ranges. Mainly there are two ways of discretization. The 

first is to calculate the number of discrete ranges, or the user should mention the number 
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of ranges, the other, is to calculate the edges of the specific ranges, the range of values of 

a continuous attribute. Usually, in this technique, after classifying the goal class data (in 

ascending or descending) with respect to the goal class, data break points are assigned 

through the dataset items. In general, the algorithm for selected break points can either 

begin with empty groups which means a top down approach using split divides, or the 

other way bottom-up, which begins with the list of all the values as break points and 

combines the ranges. In both cases, there is a stopping criterion, which explains when to 

stop the discretization manner (Mitov L et al, 2009). 

The main advantages of data discretization can be defined in different ways: 

• The experts always explain variables using language terms instead of a real value. 

In other words, the discretization supplies better perceiving of attributes. 

• The total number of data can be largely minimized because some redundant data 

can be deleted. 

• It supplies enhanced performance for the rule extraction. 

1.4 Discretization methods 

The motive for the discretization of continuous attributes is based on the necessity to 

achieve larger accuracy ranges in order to maintain data with large cardinality attributes. 

Discretization methods have been enhanced through various views due to various 

necessities, Table 1 shows a comparison between some discretization techniques 

(Rajashree D et al, 2011). 

Table 1 : Comparing main descritization techniques 

Chi Merge 

based 

Entropy 

Based 

K-means 

Clustering  

Equal 

Frequency 

Equal 

Width 

Methods 

 

Evaluation 

Supervised Supervised Unsupervised Unsupervised Unsupervis

ed 
Supervised/ 

Unsupervised 

Static 

 

Static 

 

Static 

 

Static 

 

Static 

 
Dynamic/ 

Static 

Global 

 

Local Local Global Global Global/ Local 

 

 

Merge Split Split Split Split Splitting/ 

Merging 

Incremental 

 

Incremental 

 

Direct Direct Direct Direct / 

Incremental 
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Threshold / 

Fixed no. 

Threshold / 

Fixed no. 

of intervals 

No assign data 

values to given 

cluster no. 

Fixed Bin no. 

 

Fixed Bin 

no. 
Stopping 

Criteria 

No 

 

No 

 

Yes 

 

No 

 

Yes Sensitive to 

outlier 

No 

 

No 

 

No 

 

Yes 

 

No 

 
Same values to 

different 

intervals 

O(n log(n)) O(n log(n)) O(ikn) 

i= iteration k= 

intervals 

O(n) O(n) Complexity for 

attribute of n 

objects 

 

The methods of Discretization can be classified to:  

1- Supervised and Unsupervised methods: they utilize the class label when dividing 

the continuous attributes. It may be described as error-based, entropy-based or statistics-

based depending on whether the ranges that are chosen by metrics based on error or on 

the training data set, entropy of the ranges, or some statistical calculations. 

However, unsupervised discretization methods do not request the class information to 

divide continuous attributes; it partitions the continuous attributes into sub-intervals. It is 

implemented in very early techniques such as equal-width and equal-frequency 

(Dougherty et al, 1995). 

These manners may not achieve best outputs in cases where the distribution of the 

continuous parameters values are not regular. If no class information is obtainable, 

unsupervised discretization is the only option. In supervised discretization manners, class 

information is utilized to discover the suitable ranges raised by cut-points. Various ways 

have been defined to utilize this class information for discovering helpful ranges in 

continuous attributes.  

2- Dynamic or Static methods: A dynamic method will discretize the continuous 

attributes when a sorting is being created, such as in C4.5. It is mutually connected with 

corresponding classification method, where algorithm can work with real attributes, but 

in the static methods discretization is made in preprocessing phase to the rating (Quinlan, 

J.R et.al,1993). 
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3- Global and Local methods (Dougherty et al, 1995): they are related to the stage 

when the discretization occurs. Global approaches discretize parameters before the rule 

generation starts, it utilizes the whole data to discretize. On the other hand, local methods 

discretize attributes during the induction process. Experimental results have defined that 

global discretization approaches usually produce better results comparing to the local 

approaches.  

1.4.1 Unsupervised Discretization Methods  

Through the unsupervised discretization approaches, they are the easiest ones (equal-

width and equal-frequency domain binning) and the much advanced ones, established on 

the clustering anatomy like k-means discretization. Continuous intervals are partitioned 

into sub intervals by the user fixed width or frequency (Daniela J, 2010).  

1.4.1.1 Equal Width Interval Discretization  

Equal-width range discretization is the easiest discretization approach that splits the 

continuous data into k with the same bins size, where k is a feature supplied by the user. 

The process involves classifying the values of a continuous parameters and discovering 

the minimum V min and maximum V max values. The range can be calculated by 

splitting the range of spotted values for the variable into k equally sized bins. 

1.4.1.2 Equal-Frequency Interval Discretization  

The equal-frequency algorithm calculates the lowest and highest values of the 

discretized attributes, classifies all values in a specific order; ascending order, and splits 

the sorted continuous values into k ranges such that every range consists of around n/k 

data cases with adjacent values. For equal-frequency, much situations of a continuous 

value might be appointed into many various bins. This algorithm wants to minimize the 

problems of the equal-width interval discretization by partitioning the domain into ranges 

with the same distribution of data points. The data cases with corresponding value should 

take place in the similar domain, thus it is not always possible to create immediately k 

equal frequency domains. This method is also named as proportional k-interval 

discretization. 
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A continuous attribute can split into domains with similar width (figure 2) or similar 

frequency (figure 3). Other techniques defined to shape the domains, for example 

concerning on the clustering principles such as K-means clustering discretization. 

 

 

Figure 2 Equal Width Discretization 

 

Figure 3 Equal Frequency Discretization 

 

1.4.1.3 Clustering Based Discretization  

The k-means clustering approach remains one of the very famous clustering 

techniques, it is also appropriate to be utilized to discretize continuous valued parameters 

because it computes continuous distance-based similarity calculations to cluster data 

points (Sellappan, Tan K. H, 2009). 

Moreover, since unsupervised discretization includes just a single variable, it is 

parallel to a “1-dimensional” k-means clustering appointed. K-means is a non-

hierarchical dividing clustering algorithm that makes specific group of data points and 

supposes that the amount of clusters to be calculated (k) is given.  

First, the algorithm specifies random k data points to be the so named centers of the 

clusters. Then every data point of the specific group is associated to the nearest center 

resulting the primary distribution of the clusters. Next two steps of this step are explained 

until the convergence occurred:  

1. Calculate the middle of the clusters again as the average for all values in every 

cluster.  

2. Every data point is appointed to the nearest centroid. The clusters are created again. 
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1.4.2 Supervised Discretization Methods  

Supervised discretization approaches make use of the class label when dividing the 

continuous attributes. Through the supervised discretization approaches, there are the 

easy ones like Entropy-based discretization approaches and Interval Merging and 

Splitting using Chi-square (χ2) Analysis. 

  

1.4.2.1 Entropy Based Discretization Method  

It is defined by (Fayyad, Irani, 1993). An entropy-based approach will utilize the class 

information entropy of candidate splits to choose edges for discretization. Class 

information entropy is a calculation of pure class sets; it computes the number of values 

which would be necessary to specify which class the case belongs to. It considers one big 

domain consisting all defined values of parameters and then again splits this domain into 

little sub-domains until some stopping criterion is met.  

 

1.4.2.2 Chi-Square Based Discretization  

Chi-square (χ2) behaves as an importance examiner on the relationship through the 

values of an attributes. The χ2 statistic calculates the same attribute of adjacent domains 

based on some significance stage. It tests the hypothesis that two adjacent stages of an 

attribute are independent of the class. If they are independent, they should be combined; 

otherwise they should remain disjoint. The χ2 stopping rule is depending on a user-

defined χ2 threshold to reject the partitioning if the two sub-domains are the same.  

The Chi-Merge algorithm (Kerber, 1992) is initialized by sorting the training data 

depending on their value for the attribute being discretized and then structuring the initial 

discretization, where every case is put into its own stage. Initially, if two adjacent 

intervals have a very similar distribution of classes, these stages can be combined. In Chi-

Merge, every distinct value of a numerical attribute is considered to be one stage. Then 

χ2 tests are defined for every pairs of adjacent intervals and adjacent intervals with least 

χ2 values are combined together. This combining process proceeds repeatedly, in order to 

have a stopping criterion met i.e. until having two values of all adjacent pairs exceeds a 
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threshold or a specific number of stages has achieved. The threshold is calculated by the 

significance stage and degrees of freedom = (number of classes -1). 

The main problem of Chi-Merge algorithm is that it cannot be utilized to discretize 

data for unsupervised learning jobs. In addition, it is only trying to define first order 

correlations, thus could not perform in a right way when there is a second-order 

correlation without a corresponding first-order correlation, which might happen if an 

attribute only correlates in the presence of some other condition.  

1.5 Motivation 

The traditional Prism algorithm suffers from redundancy in its rule generation phase, 

this is considered wasted time regarding the fact that this redundancy can be avoided.  

Another problem to be searched, is the problem of handling continuous data, the 

traditional Prism cannot handle this type of data, some approaches were implemented to 

solve this, in this thesis we will try to use different approaches (Equal-frequency and 

Entropy) to get better results.  

The traditional Prism algorithm is suffering from redundancy in one of its main phases 

(rule generation phase) this is very crucial when we are handling big data, in data mining 

the typical case is having big data, so any enhancement in this area will be valuable to 

reduce time and space complexity. 

Another major motivation is that the traditional Prism is not able to handle continuous 

data. Some researchers proposed pre-processing approaches for Prism to handle 

continuous data, the problem with these methods is that they did not consider time as a 

main priority in their chosen discretization methods. 

1.6 Problem Statement 

The main phase in Prism is rule generation, where the relation strength between each 

attribute item and the targeted class is calculated in each iteration, then the training data 

set is filtered depending on the results. One main concern in the rule generation step is 

that whenever Prism detects two equal strength values, Prism chooses one only and 

leaves the other to enter a new iteration of calculations and filtering. However, tests show 
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that every time this other value is selected in the next iteration, so why calculating and 

filtering again , this is obviously an unnecessary overhead, time is a very critical issue in 

data mining considering the fact that data mining works with big data, so removing this 

redundancy is very critical to Prism time efficiency. 

The traditional Prism uses attribute items to detect the relation power with the target 

class, this is possible with discreet data but doesn't work with continuous data so a pre-

processing discretization step is needed to create discrete intervals. Some discretization 

techniques were previously used with Prism, the problem with these techniques is their 

high calculation complexity compared to other discretization techniques, up to our 

knowledge, no previous work was done in the area of testing Prism with low complexity 

discretization techniques, in this research we will test that. 

1.7 Thesis Objectives  

In this research we are enhancing the rule generation phase in the Prism algorithm, 

traditional Prism works on finding the highest probability value for each item, then adds 

this selected item to the rule, the problem is that when probability values are equal, Prism 

chooses one of them randomly  or based on a predetermined value, the un-chosen value 

will be obviously selected in the next filtering round, because as we said before it has the 

same probability value as the previously selected item, so to solve this redundancy, we 

will rebuild the rule generation choosing step to make it process both items in the same 

iteration, saving the time needed to recalculate all other items again. 

This research aims to meet the following objectives: 

• Enhance the phase of rule generation in order to reduce processing time, which 

will be utilized in all prism family algorithms. 

• Try to handle continuous data with low complexity methods by using proper 

discretization techniques with prism algorithm in order to handle continuous attributes. 

1.8 Thesis Contributions  

Our contribution in this thesis is derived from an extensive study on the insufficiencies 

in the Prism algorithm, we summarized our contributions as follows: 
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• Our work aims at reducing the time complexity for the Prism algorithm, mainly 

enhancing the rule generation step in it. 

•  Another contribution will be testing Prism with less complex pre-processing 

discretization methods, as the previously used methods are complex. 

1.9 Thesis Methodology: 

In order to solve the problems mentioned above and achieve our contributions, we will 

follow the following methodology:  

First, we have to study Prism algorithm, then we will study discretization methods to 

recognize weaknesses and strengths in each method, after that we will select the proper 

method to implement it with the Prism algorithm, after this step prism can deal with 

continuous attributes. Then we will fix the following problem in the rule generation 

phase. 

• When prism algorithm starts to generate rules and begins to filter the dataset to 

get probability values for items, prism will then select the highest probability from the 

items and places this item in the rule. 

Assume that A=v1 and B=v2 are items. Assume further that the probability of A=v1 

and B=v2 are equal. In traditional Prism, either A=v1 or B=v2 will be added to the 

premises of the rule in iteration i. in the next iteration, experimental evidence has shown 

that the left out item will be chosen in the next iteration (i.e. iteration i+1). 

In the traditional prism algorithm we will select randomly (arbitrarily) one of these 

items and add it to the rule, and in the next step of filtering, Prism recalculates again and 

it will obviously select the second item that appeared in the previous step of filtering 

because it was the highest and will add it to the rule, illustrated in figure (4), this method 

causes wasted time to the algorithm.  

The rule in the first step will be (IF A=v1 then D) where A= Attribute. 

The rule in the second step will be (IF A=v1 AND B=v2 then D).Where B= Attribute, 

D= class.  

To solve this problem we can merge two steps in one step, as illustrated in figure (5). 
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Figure 4 Generate rule in traditional Prism 

 

 

Figure 5 the proposed enhancement generate rule 

 

After this step, we will try to enhance rule generation and if we find any weakness in 

it, then we will try to overcome the weakness, then we will generate the rule, as 

illustrated in (figure 6)                                                                        
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Figure 6 Block diagram for thesis methodology 

  

1.10 Thesis Outline 

This thesis consists of five chapters. Chapter two displays the literature review and 

related works of our enhanced technique, we will talk about the classification of data 

mining that consists of simple one rule, Divide-and Conquer approaches that consist also 

of other classification, Statistical Approach (Naïve Bayes), Separate-and Conquer 

approaches and its classification and finally about Hybrid Approach. 

In Chapter three we will talk about the problem statement that shows that the Prism 

algorithm suffer from redundancy in its rule generation phase, this is considered wasted 
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time regarding the fact that this redundancy can be avoided. Another problem, the 

algorithm can't handle continuous attributes, and it has another insufficiency in 

generating rules, this algorithm generates rules step by step which increase time to 

generate rules. 

In Chapter four we will display the implementation requirement and results. We can 

implement our work on various domain data that have been previously tested with other 

similar algorithms, in that way we will be able to detect the enhancement in our 

algorithm. 

Finally, in Chapter five we will show the conclusion of this thesis, and we show the 

evaluation and future work. 
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2.1 Introduction 

In This chapter we will display the literature review and related work of our enhanced 

technique, we talk about the classification of data mining as a whole and this will be as 

follows. 

2.2 Classification in Data Mining 

  In machine learning and statistics, classification is the problem of identifying to 

which of a set of categories (sub-populations) a new observation belongs, on the basis of 

a training set of data containing observations (or instances) whose category membership 

is known. The classification of data mining is divided into two-stages , in the first one, a 

classification algorithm is utilized to pick up a rule from training data set. The next stage 

includes utilizing the rules expanded in the previous stage to foretell level of examine 

object. Here we have to note that classification in datamining does not have to be rule 

based, but for this research and our targeted algorithm needs, we will only focus on rule-

based classifiers. 

2.2.1 One Simple Rule 

This algorithm (One Rule) 1R is the easiest Classification algorithm by (R.C. Holte, 

1989). Which constructs a one-level decision tree and derives rules for training instances 

associated with most frequent classes. There are many issues for classification algorithms 

that were raised, the main two issues are lost attribute values and actual value attribute. 

Experiential researches explained that, in many classification situations, an easy approach 

like 1R creates rationally accurate classifiers. 

2.2.2 Divide and Conquer approaches 

The establishment of "divide and conquer" approach starts by selecting a root node, 

then this approach creates a branch for every stage of that node as much as possible. This 

indicates to divide the whole training data into sub groups, one for every value of the 

node. The similar manner will be recalled repeatedly until all data cases that belong to 

specific branch with also the similar class or the remaining data cases cannot be divided 

again. All nodes that connect between the roots to the leaf named intermediate nodes. 
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There are many different algorithms that utilize this approach in discovering the 

knowledge like C4.5 (Quinlan, J.R, et.al, 1993) 

2.2.2.1 Decision Trees 

Decision Trees model (Quinlan, J.R, 1979. 1986.) is the most famous one for 

classification and prediction. In this model structure, the candidate row logs the root node 

and the branch of every value that may be for the candidate is built. This procedure will 

stratified again in order to make all rows in a node terminate in the similar class or until 

the tree reaches the last level where no division can occur again. When the tree has been 

built, every route from the root to every branch (reach each leaf) produced a rule. The 

form of the rule is described by the route from the root to the branch node, and the 

resultant is the main class that is mentioned by the branch node. 

Different pruning methods are utilized to abstract the rule from unimportant ones. This 

method may occur either by exchanging some sub-trees with branch nodes, or elevating a 

node to exchange the node at the top of the tree(Quinlan, J.R,1993). These two models 

are types of post-pruning tree approaches. Another efficient pruning model is to respect 

the error average at the inner branch nodes, then make a comparison between the 

averages of errors for the nodes with their exchange leaves (Quinlan, J.R, 1987). 

2.2.2.2 ID3 Algorithm:  

(Quinlan, J.R, 1979) defined ID3 algorithm as an approach that employs statistical 

features named information gain, to estimate the suitable feature used in a decision node. 

This algorithm chooses the root node depending on the feature that supplies much 

information than others, the procedure of the feature election is made again at the so-

called child nodes of the root, except any feature that was elected before, while the 

remaining training data cannot divide again. Information gain calculates the range that 

the given feature splits the training data parts into classes. 

The general ID3 algorithm is altered to maintain missing value and continuous 

attributes. As well various pruning models identified to result a minimal subsets of rules 

like exchanging a sub-tree by a leaf node. This exchange happens when the average of 

the predicted mistake in the sub-tree is larger than in the branch node (leaf). 
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2.2.2.3 C4.5 Algorithm 

Another algorithm which is expanded of the previous algorithm is C4.5 algorithm 

which was defined by (Quinlan, J.R, 1993), calculates for absent values, continuous 

attributes and pruning of decision trees. Such version that gathers such small alteration to 

C4.5 called "C5" was enhanced by (Quinlan, J.R, 2009). 

The C4.5 algorithm handled the absent values by using possibility which was 

determined depending on the frequencies of various values for any attribute at a specific 

node in the decision tree. Continuous attributes are discretized by a discretization 

technique. The main advantage over the ID3 algorithm for the C4.5 is pruning. In C4.5 

algorithm various two kind of pruning techniques were utilized: sub-tree exchange and 

pessimistic error assessment in order to abstract the structure of the decision tree (L. 

Breiman, et al, 1984) (Quinlan, J.R, 1987), sub-tree exchange is possible to be done if a 

predicted error is greater than its exchange leaf. In this situation, the decision tree will be 

clipped by exchanging all the sub-tree by a branch node. J48 is an enforcement of C4.5 

under the WEKA data mining platform.   

2.2.3 Statistical Approach (Naïve Bayes): 

In this approach the statistical design (R.C. Holte, 1993) differentiate from the 1R 

algorithm. It utilizes every existing feature to create a forecast. Such of this famous 

algorithm is Naïve Bayes (R.O. and P.E., 1973). It determines the possibility of every 

grade of data object by the common possibilities of feature values in that data object set. 

It considers the possibility of data object constraint is separate from the other data object 

possibilities in such class. This algorithms assumption is very hopeful that features in an 

actual environment data set are related with others and may have various levels of 

significance. Naïve Bayes was demonstrated to act good in different experimental 

researches. 

2.2.4 Separate-and Conquer approach: 

The Separate-and-Conquer approach starts by creating the rule in greedy model. Then, 

after a rule is established, all data cases wrapped by the rule will be rejected and this 
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manner is rejected again until the optimal rule created has a big error rate. Since in 

classification rules, there is just a one pre-identified class. There are many algorithms that 

utilized this model in discovering the rules such as PRISM (Cendrowska, 1987), RIPPER 

(Cohen w.w, 1995) and IREP (Furnkranz and Widmer, 1994). 

2.2.4.1 Covering Approaches 

This technique (Furnkranz, 1996) is a rule creation method for every class then 

making tests on the rule until the subset of cases covered by that rule are "pure". Then all 

cases covered by the rule will be rejected from any further processing, since the rule 

creation stage still happen until no other unclassified cases are left in the data sets. 

Building the classification rules are divided into direct model and an indirect model.  

Direct models are those that extract rules immediately from data such as RIPPER. 

Indirect models are those that extract rules from other classification designs such as 

decision tree and C4.5. There are many classifiers concluded from these models such as 

PRISM, RIPPER and IREP. 

Since the advantages of covering system is time efficiency in the process of 

establishing the rule immediately without inducing an intermediate decision tree as well 

as it directly rejects cases covered by the new rule from further induction. 

2.2.4.1.1 Incremental Reduced Error Pruning 

In (Furnkranz. and Widmer, 1994) a studying algorithm was defined named Reduced 

Error Pruning (IREP). It merges a separate-and-conquer model with Reduced Error 

Pruning (REP). REP model was defined as a way that clips and results a little set of 

division rules efficiently. IREP build a rule group in a greedy manner, the training data is 

divided into an increasing group and a clipping set in a random manner, where the 

increasing set includes 66.6% of the training data objects. Rules are created greedily in 

IREP, beginning from empty rule; a condition (attribute value) is attached to its former. 

Foil-gain measure (Quinlan, J.R and R.M. 1993) is used to select the suitable constraint 

to add and execute. IREP constantly combines constraints that increases the value of Foil-

gain to the existing rule till to the rule covers no data objects from the rising group. When 

the rule build is completed, IREP rapidly construct clipping it inverses by deleting the 
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complete sequence of constraints from it. Beginning from the final constraint for each 

created rule, IREP construct deleting one constraint at a time and selects the deletion that 

enhances the confirmation function. An experimental research on various benchmarks 

exposed that IREP is quicker than REP and competitive to it with indication to error rate. 

Compared to C4.5 algorithm on 36 data sets, IREP obtained small error rate on 16 than 

others, while C4.5 was more efficient than IREP.  

2.2.4.1.2 Repeated Incremental Pruning to Produce Error Reduction 

(RIPPER) 

Repeated Incremental Pruning to Produce Error Reduction algorithm (RIPPER) was 

improved by (Cohen w.w, 1995). It creates the class of rules in the following steps: 

firstly, it splits the whole training data set into two different sets, a pruning set and a 

growing set. RIPPER considers the categorical via the previous two sets by frequently 

introducing rules beginning from empty rule group. The rule growing algorithm begins 

with empty rule, and experimentally combines just a single constraint at a unit of time 

while the rule prune of any error on the rising set. 

 RIPPER finished combining a rule by the minimum description length principle 

(MDL) when the rule is integrated, the whole length of rule characterization and the 

training data is evaluated. If the length of the characterization is longer than the shortest 

MDL gained so far, RIPPER stops combining rules. The MDL hypotheses states that the 

optimal design (set of rules) of data is the design which decreases the size of the model in 

addition to the amount of needed data to match the exclusion proportional to the design 

(I.H. Witten and E. Frank, 2000). 

2.2.4.1.3 Prism  

PRISM is a direct algorithm, which was introduced by (Cendrowska, 1987), the main 

goal of this algorithm is to make an immediate simulation to sorting rules from a training 

set. Each rule is generated by the algorithm by creating it term-by-term and choosing the 

attribute-value pair that increases the rule accuracy of a selection outcome class. Each 

term is defined in an "attribute = value" form.  
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In the mainly format, the prism algorithm uses separate-and- conquer technique, there 

are a specific steps started with determine the probability of each classification for all 

pairs, then choosing the highest probability pair and initiates a subset in order to create 

the training set, after that repeats the previous steps until having a subset contains only 

instance of classification.  

Basically, PRISM adds tests to the condition of the rule, to get a maximum number of 

instances covered as well as to arrive 100% accuracy (higher accuracy or probability). 

The accuracy of the test is measured by (p/t) where (p/t) is a ratio of the number of 

positive instances (p)to the total number of instances covered by the rule (attribute being 

used) , after that the positive instances covered by the new rule are deleted from the data 

set for further rule generation. 

2.2.4.1.3.1 TCS Prism 

In (Bramer M, 2002), another copy of Prism was introduced and called TCS ( Prism 

with Target Class Smallest first), which was defined to provide little groups of 

classification rules unlike the original form of the algorithm, with a same level of 

possible accuracy (probability) that may be achieved. In that form, the training set is 

prefixed to its base state before the rules are created for every class, thus the full training 

group needs to be processed once for every class.  

1. Discover the class with smallest number of instances in the training set cases. Call 

this the target class TC.  

2. Compute the probability of that class = TC for each possible attribute value pair.  

3. Choose the pair of attribute/value that has with the highest probability and generate a 

group of the training set included all cases with the chosen migration  

4. Go through 2 and 3 again for this subset till it contains just one case of class TC. The 

induced rule is then the conjunction of all the attribute value pairs selected in creating 

this subset. 

5. Delete all cases covered by this rule from the training group. 

6. Go through 1 to5 until you reach to the statues that no cases are still in the training group.  
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2.2.4.1.3.2 Parallel Prism approaches 

Another approach was introduced by (Stahl and Bramer, 2008), it was a system 

architecture of P-Prism using a blackboard server containing two partitions, the first 

partition is for presenting rule terms to the blackboard (Local Rule Term Partition) and 

the second partition is to announce global information (global information partition) to 

the worker machines. The moderator program on the blackboard derives the global 

information, see (Figure 7). 

 
Figure 7 System architecture of the P-Prism algorithm(Stahl and Bramer, 2008), 

Another enhanced module was introduced by (Stahl and Bramer, et.al, 2009). A 

Parallel Modular Classification Rule Induction (PMCRI) algorithm, it is based on the 

Cooperating Data Mining Model (CDM) that was introduced by (Provost, 2000). This is 

illustrated in (Figure8), the PMCRI algorithm applies to the CDM model and uses 

distributed blackboard System in its second layer for CDM model. 

 
Figure 8 Cooperating Data Mining (Stahl and Bramer, 2008) 
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2.2.4.1.3 .3 Discretization of Continuous Attributes in prism  

As we mentioned previously that the traditional prism cannot handle continuous 

attributes، but some of the other research that was mentioned can handle this data by 

using Chi-merge. The Chi-Merge algorithm consists of an initialization step and a 

bottom-up merging process, where intervals are continuously merged until a termination 

condition is met. Chi-Merge is initialized by first sorting the training data according to 

their value for the attribute being discretized and then constructing the initial 

discretization, in which each data is put into its own interval. The disadvantage of this 

method is the highest complexity which is equal to O (n log n), compared to other 

discretization approaches. 

In (M.A Bramer, 2005) the TDIDT (Top-Down Induction of Decision Trees) and the 

Prism algorithm as implemented in Inducer, both have a facility for local discretization of 

continuous attributes, i.e. dividing the values of an attribute X into two parts, X<a and 

X>=a, at each stage of the rule generation process. However, many other rule induction 

algorithms have no facilities for dealing (directly) with continuous attributes and for 

purposes of comparison it is sometimes helpful for the user to be able to 'turn off' such 

attributes, effectively treating them as if they were specified as ignore attributes in the 

name file.  

2.2.4.1.3 .4 Pruning prism Algorithms 

2.2.4.1.3 .4 .1 J-measure 

J-measure algorithm was defined by (P.smyth,et al,1991). They assured the 

importance of the J-measure as a quantity indicator of measuring the rule content of the 

data. The j-measure, also named the cross-entropy, is produced according to the 

following relation:  

J(X; Y = y) = p(x | y) · log2(p(x | y)p(x))+(1− p(x | y)) · 

log2 ((1− p(x | y)) (1− p(x))). 

The value of cross-entropy related to two different values (Liu, Alexander and 

Frederic, 2013) 
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 P(x): which indicates the possibility that the outcome of the rule will be correspond if 

there is no other data specified. This is called a priori possibility of the rule outcome. 

 p(x|y): the possibility that the outcomes of the rule correspond if the specific 

antecedents are accepted. This is also read as a posterior possibility of x given y. 

 

2.2.4.1.3 .4 .2 J-pruning 

 J-pruning, based on the J-measure which was mentioned previously, is a pre-pruning 

technique, because the pruning job is taken through rule creation process. It was 

improved by (Bramer, 2002). 

J-pruning produced comparatively fine outputs as mentioned in (Bramer, 2002). 

However, Stahl and Bramer marked out in (Stahl and M.A. Bramer,2012) and (Stahl and 

M.A. Bramer, 2011) that this algorithm does not achieve the J-measure to its whole 

possibility, as this technique directly stops the creation process once the J-measure 

decreases after a new term is combined to the rule. In fact, it is probable that the J-

measure may be decreasing and increasing frequently after further terms are combined to 

the rule. This predicted that the pruning job may be done much sooner.  

The results show that J-pruning can obtain comparatively fine outputs that might be 

expressed by the supposition that it does not occur many times which explain that the J-

value decrease and then increase many times. It also mentions that J-pruning may even 

produce under fitting rules due to over pruning rules. The reason of this, is that the 

pruning job may be taken much sooner output coming in much public rules created to 

have high possible accuracy. This induced the enhancement of a new pruning technique, 

named J-max pruning, which was defined by (Stahl and. Bramer, 2011) to exploit the J-

measure to its whole potential. 

 

2.2.4.1.3 .4 .3 J-max pruning 

As produced previously, J-max pruning may be visible as a combination between pre-

pruning and post pruning. But, with consideration to every generated rule, every 

individual rule is really post-pruned after the perfecting of the creation for that rule. 
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2.2.4.1.3 .4 .4 J-mid pruning 

Inducing from the previously mentioned algorithms, some researchers (Han Liu, et al, 

2013) suggested a novel pruning method that not only minimizes over fitting of 

classification rules but also avoids under fitting and unneeded rule creations and avoids 

their related computing cost. 

A novel pruning algorithm named J-mid pruning that is depending on the J-measure is 

defined and demonstrated in this work. The practical research shows that this algorithm 

can avoid under fitting and unnecessary computing overheads and minimizing over 

fitting of classification rules. In most cases, J-mid pruning produces the Prism method 

that creates a rule group with the same level of complication with J-pruning and J-max 

pruning algorithms. On the other hand, it is possible that J-mid pruning also causes Prism 

to create smaller but more general rules than J-pruning or J-max pruning. In addition, in 

some special cases, J-mid pruning completes rule creation faster than J-max pruning. This 

prevents repeated effort in deleting terms subsequently from a rule. So, the authors here 

confirmed that the J-mid pruning technique using more datasets in terms of the amount of 

outcast rules. 

2.2.5 Hybrid Approach 

The PART algorithm differentiate about C4.5, it is divided into different stages, PART 

algorithm creates a one rule at a time unit by avoiding comprehensive pruning (E. Frank, 

et al, 1998). PART appoints separate-and-conquer to create a group of rules and utilizes 

divide-and-conquer to create resolution tree and create fractional resolution trees as in 

C4.5.  

Every rule in PART algorithm matched with the leaf node in the fractional resolution 

tree with the largest cover-up. Lost values and clipping approaches are handled in a 

similar manner in C4.5. 

Empirical check utilizing PART, RIPPER and C4.5 on various data set have been 

determined in (E. Frank, et al, 1998). The outputs detected that regardless of the straight 

forwardness of PART algorithm, it creates groups of rules and it is the accurate algorithm 

comparing with C4.5 and RIPPER algorithms. 
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   3.1 Introduction 

One of the constraints that limits the potentials of Prism, is that Prism cannot deal with 

continuous data, but a lot of attributes are actually continuous attributes, such as currency 

fields or years of experience fields or any numeric attributes is by default continuous, so 

to handle these cases by Prism some researchers suggested using discretization methods 

as a pre-processing step for prism, one paper suggested using a well-known discretization 

method called chi-merge (Kerber, 1992), but the problem with chi-merge is simply the 

high calculations needed to discretize the data. In data mining most of the studied data is 

considered to be Big-data so high calculation ratio is not recommended when dealing 

with it, so to solve this drawback other methods will be used in this research to discretize 

continuous attributes for the Prism algorithm as a pre-processing step.  

3.2 Handling continuous attributes in prism algorithm 

One discretization method we use is the Equal-frequency method, we choose this 

method because it has an advantage over other unsupervised methods such as the Equal-

width method, in the Equal-width method intervals are fixed to a certain size regardless 

of how much data they contain, this is not efficient because some intervals will be heavy 

loaded with data whereas other intervals will be left totally empty. 

Supervised discretization methods are methods that determines data intervals for a 

continuous attribute depending on the associated targeted class attribute, whereas 

unsupervised methods does not depend at all on the class attribute. 

 In addition, the Equal-frequency method got an advantage over supervised 

discretization methods such as the Entropy method, one is that we are faced with high 

calculation complexity which as previously mentioned is not preferred when working 

with big-data, also intervals or the number of sets is not specified by the user but 

determined by the class type and data. 

Nevertheless, using a supervised method such as Entropy is recommended when we 

have a well-sorted class attribute, where this leads to less calculations and intervals, while 

using unsupervised methods such as the Equal-frequency method is said to be good and 

recommended when the targeted class is very diverse and no certain sorting method is 

used. 
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3.3   Using other discretization methods 

We used discretization pre-processing methods for the Prism algorithm that was not 

used before in order to inspect if better results can be obtained regarding time and space 

complexity measures. 

For the continuous data not previously handled by prism we added a preprocessing 

discretization step to handle this kind of data, regarding the fact that prism depends on a 

targeted class then the discretization method type should consider this, so if the targeted 

class values are highly variant and unsorted then an unsupervised method is used (equal-

frequency), otherwise a supervised method is used (Entropy), these methods are not new 

but integrating them with Prism was not done before. 

3.4   Enhanced Prism algorithm (E-prism) 

The Prism algorithm suffers from redundancy in its rule generation phase, this is 

considered wasted time regarding the fact that this redundancy can be avoided.  

Another problem to be searched, is the problem of handling continuous data, the 

traditional Prism cannot handle this type of data, and some approaches were implemented 

to solve this, in this thesis we will try to use different approaches to get better results. 

Another main contribution in this research is that the traditional Prism algorithm is 

suffering from redundancy in one of its main phases which is the (rule generation phase). 

As mentioned before how Prism works, it mainly detects the strongest attribute sets 

with a desired class attribute by the user, depending on that, a rule is generated to help in 

decision making for future data. 

During this step if Prism detects one or more equal relation strength values it does not 

handle this case with different handling methods, it just re-runs the whole rule generation 

cycle again, this is not necessary, since by experiment and by logic researchers proved 

that the left behind equal attribute sets will be chosen for sure in the next iteration, so 

why doing the calculation then the filtering then choosing the values that is already 

known to be chosen since they have the highest relation ratio with the targeted class. 
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What this research is implementing, is breaking the unnecessary redundant steps of re-

filtering data and recalculating the attribute sets, using a fixed rule that indicates the 

following, if equal relations are detected then one of them is randomly (arbitrarily) added 

to the generated rule, and the other is directly added after it, bypassing the unnecessary 

filtering and calculations, this will result to an exact generated rule as in the traditional 

prism without the redundant overhead. 

This enhancement on the Prism algorithm is very effective especially when we are 

handling big data, in data mining, the typical case is having big data, so any enhancement 

in this area will be valuable to reduce time and space complexity. 

3.4.1 Enhancing the rule generation process complexity 

In this research we enhanced the rule generation phase in the Prism algorithm, the 

latest version of Prism works on finding the highest accuracy (probability) value for each 

item, then adds this selected item to the rule, the problem is that when accuracy 

(probability) vales are equal, Prism chooses one of them randomly (arbitrarily) or based 

on a predetermined value, the other value will be obviously selected in the next filtering 

round because as we said before it has the same accuracy (probability) value as the 

previously selected item, so to solve this redundancy, we rebuild the rule generation 

choosing step, to make it process both items in the same iteration, saving the time needed 

to recalculate all other items again. 

Mainly what we did in the generation phase, we removed the wasted time derived 

from redundancy caused by items having equal probability, we detected that the 

algorithm recalculates after choosing one of the equal values, despite the fact that it will 

always choose the same value, so we modified this step to let it choose both of the items 

without recalculating and filtering data and probabilities all over again. 

In this research, we aim to enhance the prism algorithm by adding a pre-processing 

discretization step and a modified rule generation phase. The E-prism algorithm block 

diagram is shown in (Figure 9).  

Also in (chapter 5) we will provide a step by step demonstration for the E-Prism 

algorithm working on a benchmark dataset, this will show how E-Prism works in the real 

environment. 
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3.5 The data flow diagram for the proposed algorithm 

 

 

Figure 9 The data flow diagram for the proposed algorithm 
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4.1 Introduction  

In order to describe our approach in a formal manner we will use the Z-notation 

formal specification language, Z language was described in (Jacky, J, 1997) as being a 

widely used for describing and modeling computing systems. It is targeted at the clear 

specification of computer programs and computer-based systems in general. 

4.2 Formalize the contribution using Z notation 

Z language is a group of notations used to present mathematical text, it uses simple 

mathematics to describe systems, programs and algorithms. Z is used to model hardware 

as well as software. 

Z does not restrict you regarding what you can model; it is very wide and scalable. Z 

is just a notation language, cannot call it a method; Z notation can support many different 

methods. The meaning of a Z text is determined by its authors. It can be understood to 

model only the behavior of a system. Z text can be understood to represent blocks and 

parts of a code: modules, data types, procedures, functions, classes, objects. Using other 

words, Z model is a detailed formal version of a system.  

In the paper of (VOTING R. O., 2002), details and standards of the Z specification 

language were introduced, explained and discussed. 

In this section we will demonstrate our enhancement on the E-Prism and compare it 

with the previous traditional prism (T-Prism), we simulated the scenario of having two 

items having the same probability, as we mentioned before the original prism does not 

handle this, it just recalculate and filter again, in our work it takes both items and add 

them to the rule, saving time and calculation effort. 
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4.2.1 Prism schema (state space) 

Types of the specification: [Att, Items, Rule, Classes, IT], the first feature of the 

system to be described is its state space, and we do this with a schema:  

 Prism  

att:Att 

item:Items 

class:ℙ Classes 

Classes:att⇸item 

R:Rule 

It:IT 
 

Item = dom class 

Class ⊆ Classes  

Item1 ⊆ Items 

Item2 ⊆ Items 

It1⊆ IT  

It2⊆ IT 
 

In this schema we defined variables, it will be a description for each variable: 

In the Prism schema: 

att is an attribute type of Att 

Item is type of Items 

Class is set of classes 

Classes is an attribute that has a relationship with Items 

R is type of Rule 

It is iteration type of IT 

Predicate in the Prism schema: 

Item is domain class 

Class is sub set of classes 

Item1 is sub set of items 

Item2 is sub set of items 
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It1 is sub set of IT 

It2 is sub set of IT 

4.2.2 Probability schema 

This schema is an operation schema to calculate the probability for both items, 

through calculating the item occurrence with its class and its occurrence with the targeted 

class. 

 Probability  

Ξ Prism 

P : ℝ 

N : ℤ 
 

N1 ⊆ N 

N2 ⊆ N 

N3 ⊆ N 

N4 ⊆ N 

P1 ⊆ P 

P2 ⊆ P 

N1= # (item1 ∈class)    

N2= # (item1 ∈classes) 

N3= # (item2 ∈ class)    

N4= # (item2 ∈classes) 

P 1= N1/N2 

P 2 = N3/N4 
 

The following is a description of each variable mentioned above: 

Ξ read from prism 

P is real number  

N is integer. 

Predicate in Probability 

N1 is sub of N, and it is the number of item that belongs to class. 

N2 is sub set of N, and it is the number of item that belongs to another classes. 

N3 is sub set of N, and it is the number of item that belongs to class. 
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N4 is sub set of N, and it is the number of item that belongs to another classes. 

P1 is a sub set of P, and it represents the probability Presence item with class (N1) 

divided over the probability Presence item with another classes (N2).  

    P2 sub of P, and it represents the probability Presence item with class (N3) divided 

over the probability Presence item with other classes (N4). 

 

4.2.3 Schema T-Prism (traditional prism) 

The next schema is for the traditional prism, it will be used to illustrate the redundancy 

in rule the generation phase. 

 T- Prism  

Ξ Prism  

item?:Items 

R!:Rule 
 

(P 1= P 2) 

It1⇒R= if item1∨ item2then class1  

It2⇒R= if item1∧ item2then class1 
 

Item? : is input  

Rule! : is out put 

In the first iteration If probability item1 = probability itme2 then the traditional 

algorithm will select one of them randomly and add it to Rule, in the second iteration 

Prism will select item2 and add it to the Rule, Figure 10 is a Pseudocode for T-Prism. 

 

 

For each class C 

  Initialize E to the instance set 

  While E contains instances in class C 

    Create a rule R with an empty left-hand side that predicts class C 

    Until R is perfect (or there are no more attributes to use) do 

      For each attribute A not mentioned in R, and each value v, 

        Consider adding the condition A = v to the left-hand side of R 

        Select A and v to maximize the accuracy p/t 

          (Break ties by choosing the condition with the largest p) 

      Add A = v to R 

    Remove the instances covered by R from E 

Figure 10 Pseudocode for T-Prism 
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4.2.4 Schema E-Prism (Enhanced prism) 

The next schema is for the enhanced prism, it will be used to illustrate how the 

redundancy in rule generation phase was solved. 

 E- Prism  

Ξ Prism 

item?:Items 

R!:Rule 
 

(P 1= P 2) 

It1⇒R= if item1∧ item2 then class1 
 

Item? : means item is input. 

Rule! : means Rule is out put  

In the first iteration If probability item1 = probability itme2 then the enhanced 

Prism algorithm will select both items and add them to the rule. This enhance will 

reduce time and some unnecessary overhead, Figure 11 is the Pseudocode for E-Prism. 

 
Figure 11 Pseudocode for E-Prism 

4.3 Evaluate contribution by calculating complexity 

 In the traditional prism the complexity was: O (n.m.x.s) 

Where: n is number of distinct attributes. 

         m: is number of distinct items. 

         x: is size of table. 

         s: is number of iteration. 

 In our algorithm (E-prism) the difference will be in the number of iteration(s). 

 The number of iterations (s), will inversely proportional with equal elements.  

For each class C 

  Initialize E to the instance set 

  While E contains instances in class C 

    Create a rule R with an empty left-hand side that predicts class C 

    Until R is perfect (or there are no more attributes to use) do 

      For each attribute A not mentioned in R, and each value v, 

        Consider adding the condition A = v to the left-hand side of R 

        Select A and v to maximize the accuracy p/t 

           (break ties by choosing both conditions) 

       Add Ai = vi to Ri = number of equal maximum attributes 

    Remove the instances covered by R from E 
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5.1 Introduction 

We compare our modified algorithm with the traditional prism algorithm and other 

rule induction approaches using the benchmark data-sets provided by the Weka data 

mining tool, where we will compare the processing time of our modified algorithm with 

the processing time of other algorithms provided by the Weka tool. 

5.2 Case study and Evaluation 

Here is a simple case study on PRISM algorithm. Assume that we want to derive a 

rule for "recommendation = hard" this rule will be derived based on the following dataset 

that belongs to the well-known Weka "lenses dataset". 

Table 2: Dataset for contact-lenses (weka tool) 

# Age prescription Astigmatism Tear rate Recommendation 

1 young myope no Reduced none 

2 young myope no Normal soft 

3 young myope yes Reduced none 

4 young myope yes Normal hard 

5 young hypermetrope no Reduced none 

6 young hypermetrope no Normal soft 

7 young hypermetrope yes Reduced none 

8 young hypermetrope yes Normal hard 

9 pre-presbyopic myope no Reduced none 

10 pre-presbyopic myope no Normal soft 

11 pre-presbyopic myope yes Reduced none 

12 pre-presbyopic myope yes Normal hard 

13 pre-presbyopic hypermetrope no Reduced none 

14 pre-presbyopic hypermetrope no Normal soft 

15 pre-presbyopic hypermetrope yes Reduced none 

16 pre-presbyopic hypermetrope yes normal none 

17 presbyopic myope no reduced none 

18 presbyopic myope no normal none 

19 presbyopic myope yes reduced none 

20 presbyopic myope yes normal hard 

21 presbyopic hypermetrope no reduced none 

22 presbyopic hypermetrope no normal soft 

23 presbyopic hypermetrope yes reduced none 

24 presbyopic hypermetrope yes normal none 
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Next is presented all the candidate tests and their accuracies after choosing the 

“recommendation = hard” as a class label. 

As shown by (Figure 12) there are two attribute values having the same probability, 

that is 4/12, in this case the traditional Prism tends to take one value and adds it to the 

rule, then recalculate and filter one more time while always having the previous equal 

value, in our algorithm both values are added to the rule directly, without re-calculating 

and re-filtering, this reduces redundancy that used to cause unnecessary overhead for 

Prism. 

 
Figure 12 First iteration results 

The traditional Prism selects one of the equal probabilities randomly, let’s assume that 

it takes “astigmatism = yes”. 

Then the first rule will be "If astigmatism = yes then recommendation = hard". 

Now, consider the remaining possible tests in order to refine the rule. 

The subset of the training set covered by this incomplete rule is given in (Table3). 

Table 3: Dataset after first iteration filtering 

# Age prescription astigmatism Tear rate Recommendation 

1 young myope yes reduced none 

2 young myope yes normal hard 

3 young hypermetrope yes reduced none 

4 young hypermetrope yes normal hard 

5 pre-presbyopic myope yes reduced none 

"Age = young" accuracy= 2/8 

"Age=pre-presbyopic" accuracy= 1/8 

"Age=presbyopic" accuracy= 1/8 

" prescription=myope" accuracy= 3/12 

prescription=hypermetrope accuracy= 1/12 

"astigmatism=no" accuracy=0/12 

"astigmatism=yes" accuracy= 4/12 

"tear rate=reduced " accuracy= 0/12 

"tear rate=normal" accuracy= 4/12 
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Figure 13 Second iteration results 

The highest value in the second iteration (figure13) was "Tear rate = Normal" with 

accuracy=4/6, which appeared but was neglected in the first iteration (figure12) as the 

highest value with “astigmatism = yes". But traditional prism selected “astigmatism = 

yes" randomly, in this iteration it will add "Tear rate = Normal" to the rule. Now the rule 

is "If astigmatism = yes and tear production rate = normal then recommendation = hard". 

In our algorithm both values are added to the rule directly from the first iteration, without 

re-calculating and re-filtering, this reduces the redundancy level in Prism. 

The subset of the training set covered by this incomplete rule is given in (table4). 
 

Table 4: Dataset after second iteration filtering 

# Age prescription astigmatism Tear rate Recommendation 

1 young myope yes normal hard 

2 young hypermetrope yes normal hard 

3 pre-presbyopic myope yes normal hard 

4 pre-presbyopic hypermetrope yes normal none 

5 presbyopic myope yes normal hard 

6 presbyopic hypermetrope yes normal None 

6 pre-presbyopic myope yes normal hard 

7 pre-presbyopic hypermetrope yes reduced none 

8 pre-presbyopic hypermetrope yes normal none 

9 presbyopic myope yes reduced none 

10 presbyopic myope yes normal hard 

11 presbyopic hypermetrope yes reduced none 

12 presbyopic hypermetrope yes normal none 

Age = Young 2/4 

Age = Pre-presbyopic 1/4 

Age = Presbyopic 1/4 

prescription = Myope 3/6 

prescription = Hypermetrope 1/6 

Tear rate = Reduced 0/6 

Tear rate = Normal 4/6   

 



41 

 

 

 
 

Figure 14 Third iteration results 

At this moment, Prism stops, it reached its stop condition which is having 100% 

accuracy for the current class. 

 

5.3 Evaluation and results 

To get results that prove the efficiency of our algorithm, we have programed the 

Traditional Prism and the E-Prism algorithms using the C# programming language, then 

using timestamp variables placed on the two ends of the E-Prism code, we detected the 

run-time for E-Prism. Then we processed different benchmark datasets using this code, 

detecting the different timings the code took to generate rules for each dataset. To 

maintain accuracy we run the code on the same dataset multiple times (ten times for each 

dataset) to detect the mean average for its time to generate rule. 

We used the following benchmark datasets to compare results: Contact-lenses, 

Weather numeric and Weather nominal official Weka datasets, these datasets can be 

found on the Weka tool online portal. Weather numeric data set cannot be handled using 

traditional prism, in our algorithm (E-prism) we can handle this type of data sets by using 

(Equal-frequency and Entropy) techniques. 

In (Table 5) a detailed comparison is shown for three rule induction algorithms, they 

are: Traditional prism algorithm, Ripper (JRIP) algorithm and our enhanced E-prism 

algorithm.  

 

 

 

Age = Young 2/2 

Age = Pre-presbyopic 1/2 

Age = Presbyopic 1/2 

prescription = Myope 3/3 

prescription = Hypermetrope 1/3 
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Table 5 Rule generation time complexity simulation 

Data set by Weka tool Algorithm used Time to generate rule 

contact-lenses Traditional prism algorithm in weka   0.01   seconds 

Weather numeric Traditional prism algorithm in weka   0.01   seconds 

Weather nominal Traditional prism algorithm in weka   0.01   seconds 

contact-lenses Traditional prism algorithm in C#   0.02   seconds 

Weather numeric Traditional prism algorithm in C#   0.015 seconds 

Weather nominal Traditional prism algorithm in C#  0.012  seconds 

contact-lenses Ripper(JRIP) algorithm in weka 0.01  seconds 

Weather numeric Ripper(JRIP) algorithm in weka 0.01  seconds 

Weather nominal Ripper(JRIP) algorithm in weka 0.02  seconds 

contact-lenses E-prism algorithm in C# 0.009 seconds 

Weather numeric E-prism algorithm in C# 0.007 seconds 

Weather nominal E-prism algorithm in C# 0.006 seconds 

 

 

 
Figure 15 Rule generation time complexity simulation 

5.4 Implementation Issues / Application areas 

In this study, we are working in the data mining field, this field is well known to be as 

a must have in most domains, especially those with big data transfer amounts that is used 

to help in decision making. In this sense, data mining aids businesses with approaches 

and techniques that utilize historical data to build future rules, decisions and company 

future plans. We can implement our work on various data sets that have been previously 

0
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tested with other similar algorithms, by this way we will be able to detect the 

enhancement provided by our algorithm.   

We expect that we can use our E-Prism algorithm in the following application 

domains: 

 Forecast prediction: weather news. 

 Sales and marketing: Market behavior based on buying patterns. 

 Financial domains: credit card issuing, prediction of finance investments. 

 Health care/Medicine: detect long-run side effects of treatments on patients. 
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Chapter six: Conclusions and Future work  
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6.1 Conclusions 

In this research we enhanced the phase of rule generation in the Prism algorithm, this 

was carried out in order to reduce processing time, which will be utilized in all Prism 

algorithm implementations in different domains. 

We enhanced the rule generation phase by removing a duplicated unnecessary step, 

this resulted in great enhancement regarding the time complexity of the Prism algorithm. 

Furthermore, we handled continuous data in prism algorithm using two discretization 

techniques (Equal-frequency and Entropy), we have proven that with Prism, choosing 

only supervised methods is not efficient nor using only unsupervised methods, this 

happens because in Prism we have high dependency on the class data. In this research we 

combined the usage of two different techniques, one is Equal-frequency from the 

unsupervised methods, and the other is Entropy from the supervised methods. 

 

6.2 Open issues/directives for Future Work 

For future work, we are aiming to enhance our system by merging it with parallel rule 

induction approaches using multiple machines in order to be capable of handling bigger 

datasets in the most efficient way. 

Furthermore, we are planning to combine a pruning method to E-Prism in order to add 

a pruning phase to remove unnecessary rule over fitted rules. 
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 ٍِخض

فٟ  ٠عًّ عٍٝ ا٠غبد اٌعلالبد اٌزٞ ّغبياٌ ثأٔٗ ٘ٛاٌزٕم١ت عٓ اٌج١بٔبد ف ِظطٍؼ ٠عشّ عٍُ اٌؾبعٛة  ِغبي فٟ

 رغّٝ ثبٌج١بٔبد اٌزغش٠ج١خ. ثبعزخذاَِغجمبً ٚاٌزٟ ٘زٖ اٌعلالبد ِٓ اٌج١بٔبد اٌّٛعٛدح  ثبعزخلاصِغبي ِع١ٓ ٚرٌه 

رُ اٌزٟ ّعٍِٛبد اٌج١بٔبد ٚاٌٛاعذ اٌزٟ عزغبعذ ِزخزٞ اٌمشاس عٍٝ ارخبر اٌمشاساد ثٕبء عٍٝ ٘زٖ اٌعلالبد ٠زُ ر١ٌٛذ اٌم

 عبثمب. سطذ٘ب فٟ ٔفظ اٌّغبي

ِٓ اٌج١بٔبد  ِّىٓ لذس أوجشدساعخ ٘زٖ اٌطش٠مخ عٍٝ ِجذأ  ؽ١ش رمَٛ ،أؽذ ٘زٖ اٌطشق ٟ٘ ؽشق رغط١خ اٌج١بٔبد 

 اٌزٞ ٠ش٠ذٖ اٌّغزخذَ. ّع١ٓاٌمشاس اٌّؾذد اٚ اٌٙذف اٌِع  زخشط اٌعلالبد ِٕٙب ؽغت لٛح رشاثؾ ٘زٖ اٌج١بٔبدٚرغ

ِفَٙٛ ٘زٖ اٌخٛاسص١ِخ رعزّذ عٍٝ ، ثشصَٟ٘ خٛاسص١ِخ  ،ئؽذٜ اٌخٛاسص١ِبد اٌّّٙخ اٌزٟ رطجك ٘زٖ اٌطشق 

لٛاعذ رغبعذ طبٔع اٌمشاس  ثٕبء ٚدساعزٙب ٚرظف١زٙب ؽزٝ رظً فٟ إٌٙب٠خ ئٌٝفشق رغذ، ؽ١ش رمَٛ ثزمغ١ُ اٌج١بٔبد 

 لا ثٕبء عٍٝ سؤ٠خ لبطشح ٌٍج١بٔبد اٌؾب١ٌخ. دساعخ اٌج١بٔبد اٌزٟ رُ عّعٙب ِغجمب،ثٕبء عٍٝ  ، ٚرٌهعٍٝ ارخبر اٌمشاساد

اٌّشؽٍخ اٌشئ١غ١خ  ،ٚاٌج١بٔبد شذ اٌمٛاعذ ِٓ خلاي اوزشبف اٌعلالبد اٌم٠ٛخ ث١ٓ اٌعٕبط١زٌٛثخٛاسص١ِخ ثشصَ رمَٛ 

ٌىً  الاسرجبؽٚلٛح  فٟ ٘زٖ اٌّشؽٍخ ٠زُ ؽغبة الاؽزّب١ٌخ ،ِٓ ِشاؽً ٘زٖ اٌخٛاسص١ِخ ٟ٘ ع١ٍّخ ر١ٌٛذ اٌمٛاعذ

اٌّغزٙذف فٟ  ُ اؽزّب١ٌخ ٚسٚد اٌعٕظش ِع اٌظٕف١ِٓ خلاي رمغ ٘زٖ إٌغجخ ٌلاؽزّب١ٌخ ؾغتؽ١ش رُ  ،اٌعٕبطش

ٌىً اٌعٕبطش، ؽ١ٕٙب  رظٙش ٔز١غخ الاؽزّب١ٌخ ٚعٕذِب الأطٕبف ِٚمبسٔزٙب،ِع ثبلٟ ٚسٚد ٔفظ اٌعٕظش  عٍٝ اٌذساعخ

 .اٌعبِخ بعذحاٌٝ اٌم اػبفخ اٌعٕظش اٌّشرجؾ ثٙب١ٌزُ  ٚاسرجبؽ ٠زُ اخز اعٍٝ اؽزّب١ٌخ

غ١ش ػشٚس٠خ  ع١ٍّخ رىشاسؽزٝ ٘زٖ إٌمطخ لا ٠ٛعذ ِشبوً ظب٘شح، ٌٚىٓ ِٓ خلاي اٌّشب٘ذاد رُ ِلاؽظخ 

خٛاسص١ِخ ثشصَ رمَٛ ؽ١ش  ،اؽزّب١ٌخ عٕظش٠ٓ ٜزغبٚرعٕذِب  ٚرٌه ،ٌم١ُ الأعٍٝ اسرجبؽ١خا ؽغبةفٟ ع١ٍّخ  رؾظً

ٌىٓ رىّٓ اٌّشىٍخ ؽ١ٓ رمَٛ ٚ، اٌعبِخ حاٌٝ اٌمبعذ عشٛائ١ب ٚرؼ١فٗ ظش٠ٓاٌعٕ بس اؽذ ٘ز٠ٓثبخز١فٟ ٘زٖ اٌؾبٌخ 

ٚرظف١زٙب ثبٌىبًِ ٌزعٛد ٚرأخز ٔفظ  ٌغ١ّع اٌعٕبطشع١ٍّخ ؽغبة الاؽزّب١ٌخ  ثاعبدح اٌزب١ٌخفٟ اٌخطٛح اٌخٛاسص١ِخ 

ٌٚىٓ اٌّشىٍخ  ٚرُ اصجبرٗ ثبٌّشب٘ذح ٚاٌّعب٠ٕخ،الاخز١بس صبثذ اٌعٕظش اٌزٞ رغبٜٚ ِع عبثمٗ فٟ اٌذٚسح اٌغبثمخ، ٚ٘زا 

ٌٟ ٘زٖ اٌّشىٍخ رغجت رىشاس غ١ش ػشٚسٞ ٚثبٌزبأْ ثشصَ رمَٛ ثع١ٍّخ اٌزظف١خ ٚاٌؾغبة ٌىبًِ اٌعٕبطش ِشح أخشٜ، 

 ِٓ دْٚ أٞ فبئذح رزوش. رإصش عٍٝ ٚلذ رٕف١ز اٌخٛاسص١ِخ

ع١ٍّخ ر١ٌٛذ اٌمٛاعذ،  اٌؾبطً فٟ اٌزىشاس٘زا  ثاصاٌخ رٌهٚثشصَ  خٛاسص١ِخرؾغ١ٓ عٍٝ مزشػ ر٘زٖ اٌشعبٌخ 

فٟ خطٛح ٚاؽذح ثبٌمبعذح اٌعبِخ ٚٚػعّٙب  الاؽزّب١ٌخ٠ظٙشاْ ثٕفظ  ٓاٌٍز٠ِٓ خلاي اخز اٌعٕظش٠ٓ  ع١ىْٛ رٌه

 ٚلذ رٕف١ز اٌخٛاسص١ِخمًٍ ع١ٚثبٌزبٌٟ  الاسرجبؽ١خ ٚاٌفٍزشح الإػبف١خ اٌغ١ش ِغذ٠خ، ع١ٍّخ ؽغبة اخزظبس٠زُ ٚثبٌزبٌٟ 

 .الإعّبٌٟ

اٌغ١ش ِظٕفخ فٟ ِغّٛعبد اٚ ِغبلاد، ٌزٌه  ً ِع اٌج١بٔبد اٌشل١ّخرزعبِ لاثشصَ  خٛاسص١ِخ ِب عجك،اػبفخ اٌٝ 

فمّٕب ثبخز١بس  ،اٌج١بٔبد٘زٖ ٌّعبٌغخ  ٚرٌه خٛاسص١ِخ ثشصَاٌٝ  ع١ٍّخ رظ١ٕف ِغجكبفخ ثاػفٟ ٘زٖ اٌشعبٌخ  لّٕب

ٚرعّذٔب اخز١بس ؽش٠مز١ٓ ِخزٍفز١ٓ فٟ ؽش٠مخ عٍّّٙب ؽزٝ ٔذسط اٌزأص١شاد اٌّغجك ؽش٠مز١ٓ ِٓ ؽشق اٌزظ١ٕف 

ٌٚىٓ لبَ اٌجبؽش  ،ٌٍج١بٔبد اٌشل١ّخ ِغجمخِٓ اٌغذ٠ش ثبٌزوش ل١بَ اؽذ الأثؾبس اٌغبثمخ ثّعبٌغخ  إٌبرغخ عٓ وً ؽش٠مخ،

إٌبرظ عٓ اٌؾغبثبد اٌعبٌٟ  اٌزعم١ذٚرٌه ثغجت  ثشصَ خٛاسص١ِخوج١ش٠ٓ اٌٝ  ٚعٙذ ٚلذ اػبفذثبعزخذاَ ؽشق ٕ٘بن 

، فزعّذٔب فٟ ٘زا اٌجؾش اخز١بس ؽشق أغت  ثشصَِّب أصش عٍجب عٍٝ اٌٛلذ اٌىٍٟ ٌخٛاسص١ِخ اٌىض١شح ٌزٍه اٌطشق، 

 .خ ِٚؾبٌٚخ رؾغ١ٓ اعزٙلان اٌٛلذ ٚاٌغٙذ فٟ ٘زٖ اٌخٛاسص١ِخٌزغٕت ٘زٖ اٌّشىٍ
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