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Abstract

Arabic is the fifth language in the world according to number of speakers, and is
considered a second language to over one billion Muslims worldwide. Yet, very little
research has been done on machine processing of Arabic text.

One of the main methods that is effected by language in computer science research
areas, is the searching capability quality, Arabic language search is still in the phase of
syntax based search, retrieving the exact match to the user based on the provided search
keywords syntax, only some tried to move beyond that, but still no work was done regarding
searched data structure or semantic Question Answering methodologies to serve this
language.

Relying on the fact that in general languages are semantic based more than syntax
based, a single word may give more than one meaning based on the context, it holds more
meaning than just a string of characters.

Accordingly, we are proposing an approach to overcome the semantic and structural
challenges that are currently limiting the quality of search among Arabic based content.
Mainly the goal is to solve semantic issues by using synonyms for the user query keywords,
as for the content structure issues an ontology based approach is used in order to organize
textual entities and their relationships with other content in the text, rather than simple
strings of characters.

To test and implement this approach for the first time a very unique semantic based
context is used, which is the Holy Quran. Nowadays people searching the Holy Quran for
knowledge are using term and exact-match based approaches, which is not suitable for a
rich text as the Quran. People searching Holy Quran are often looking for a concept among
the rather than a certain text. In other words, they are looking for the semantic similarity
rather than the syntactic similarity. Which explains the use of a semantic layer in our system.
Furthermore, the type of queries coming from the Holy Quran searchers are question based

queries [e.g. How many years did the people of the cave slept?], so in order to cover this
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side a question analysis layer is embedded in order to detect keywords and understand users’
questions in order to determine the desired answer.

The used ontology content is based on the relation extractor model, which is a very
important contribution to the Arabic ontology building. The relation extracting process is
the action of detecting and retrieving relations and their concepts among raw text. This thesis
is proposing a model that can detect relations and concepts among any given Arabic context
depending on grammatical perspectives. Which is, up to our knowledge, the first semantic
relation extractor for the Arabic language.

In summary, this research builds a question answering layer over a semantic layer built
over an ontology layer. This will be implemented for the first time for the Arabic language

in general and for the Holy Quran in precise.



CHAPTER ONE: INTRODUCTION



1.1 Preface

This thesis is providing an approach to model Arabic language raw unstructured text into
a semantic-relation based structure that aids efficient semantic search in terms that can
handle question answering. In order to test this approach the Arabic text of the Holy Quran

is selected to be the targeted text.

1.2 Research Context

1.3 The Arabic language

The Arabic language is one of the main spoken languages in the world it is used for
human communication in a wide arc of territory stretching across the Middle East, North
Africa, and the Horn of Africa, Arabic belongs to the Afro-Asiatic language family, it is
spoken by as many as 422 million, first language speakers, making it one of the half dozen

most populous languages in the world, and ranked fifth according to (UNESCO, 2012).

Although this information shows how widely used Arabic is, it is still far behind in works
in the computer science community such as search engines, question answering systems and
NLP algorithms. This research is presenting an approach that will change and enhance the

way Arabic language is used and modelled in these domains.

1.4 The Holy Quran

The Holy Quran is the highest accepted source of religious legislation for Muslims since
they believe it to be the word of Allah that was delivered to the angel Gabriel whom
delivered it directly to the prophet Mohammed, this was nearly fourteen hundred years ago

as revelations started in the year 609 ending in 632, (Ibn-katheer, 1370).

Due to this belief, the Holy Quran is the main source which 1.5 billion Muslims all
around the world find their religious teachings, knowledge and rulings, ranging from
inheritance to history and governance. The major problem that is currently facing anybody
trying to find answers from the Holy Quran. Specifically, there is no Arabic Question

Answering system that can handle their query semantically, as questions may not contain



the exact words mentioned in the Holy Quran, but synonyms of the searched words, or may

even contain meaning (concept) of the word but using different terms (synonyms).

1.5

Problem Statement

Until this moment and up to our knowledge, there is no Arabic question answering
system that people can use to find accurate answers to questions they have in the
Holy Quran. In the past 4 years many approaches were attempted (Ezzeldin and
Shaheen, 2012), but still answers were not accurate and most of the approaches rely
on a very naive exact match approach. Web based search tools for the Holy Quran
give users the ability by which the user can get back all the verses where the exact
syntax match for the terms he searched for appears, which is often impractical to
most users, because when searching the Holy Quran the goal in most cases is the
semantic relativeness to a certain concept, not only finding the exact match, other
cases involve the user looking for an answer for his question, the reason why the
Holy Quran was selected for our approach is because it is a very rich context with
concepts and relations that is very hard to represent or search using the currently used
syntactic based approaches no system currently do this functionality for the Holy

Quran.

For example, a search using the word “s>x” (Christian) as a keyword will not return
any results in most of the current tools, even though the Holy Quran talks about
Christians and Christianity in many locations. The reason for this lack of answers is
that the word used for Christian in the text of the Holy Quran is “s_b=¥ in the plural
form. And due to the fact that current approaches use naive syntax search the word
is not found. While searching for the word “cs_4=¥ should return 13 results in any

quranic search engine.

Therefore, our approach attempts to utilize the Quranic syntax organizational
structure and semantic aspect to be able to understand any user questions and find

the most accurate answer.



Semantic question answering systems are systems that allow users to query semantic
data (Lopez et al, 2005) using natural language questions (Tartir et al, 2009), and this
is exactly what is actually intended when querying Quranic verses.

Furthermore correct annotation of the Holy Quran requires not only deep
understanding of Arabic linguistics (Hammo et al, 2002), but also of the source
material (Dukes, 2011), the Holy Quran itself. Given the importance of the Holy
Quran to the Islamic faith, any syntactic annotation needs to be carefully considered
since alternative parses for a sentence can suggest alternative meanings for the
scripture in certain cases. Fortunately, the unique form of Arabic in which the Holy
Quran has been inscribed in, has been studied in detail for over 1,000 years. This is
far longer than corresponding grammars for most other languages, and in fact
traditional Arabic grammar is considered to be one of the origins of modern

dependency Grammar, (Atwell et al, 2011).

Nowadays searching is done in a strict keyword match based form, or in the case of
some approaches that added a semantic layer that adds synonym alternatives to the
searched keywords, but still, the search is working over unstructured data that is
treated as simple strings of text that have no relation or related concepts whatsoever,
whereas in fact the main feature of any smart search approach is using the semantic
relational power that relies within linguistics in any given language, Semantic search
seeks to improve search accuracy by understanding the searcher intent and the
contextual meaning of terms as they appear in the searchable data space, part of
semantics is using synonyms and defining the terms by the meaning not by the exact

syntax match.

We are proposing a hypothesis that we can benefit from the relations found within
any context in order to structure the content which can create a semantic based
content rather than a purely syntactic string of characters that does not entail any

meaning.

Using the previously proposed semantic structure we can aid semantic search in the
terms of searching using relations that can be detected within the user query then can

be used to detect related concepts in a context inspite of the fact that some of these



related concepts can be located in non-contiguous form, furthermore these semantic
relation based structures can benefit question answering capabilities as in our
question answering system, because when each concept is attached to its related
concepts we will end up with the capability of answering any question about this

concept.

1.6 Motivation

The main motivations that encouraged this research are the current limitations and
insufficiencies within Arabic search engines; quranic search engines in particular,
also the emerging need of new smarter search and question answering techniques for

the Arabic language.

One of the main limitations was the absence of any semantic feature in most of
the current online engines, for an example if a user wants to find a concept within a
text and this concept wasn’t mentioned as an exact match in this text but it was
mentioned by its meaning, in this case the user won't be able to retrieve any results,
because current Arabic search engines use exact match approaches, some better
Arabic search engines give back root derived versions for the searched concept, but
still this doesn’t consider the importance of relations that rely within the searched

concepts and it doesn’t have question answering capabilities.

Relational connectors absence is another main limitations among the structure that
holds the data or texts which will be searched, relational connectors are connectors
that indicate the relation between concepts and their objects/individuals throughout
a certain text, the main benefit from these connectors is that they connect all related
data to a certain concept, this paves the road for the implementation of smart

approaches on the data, such as question answering systems and search engines.

Question answering feature within a search engine is a hot research topic
nowadays, the only way to answer precise answers is working within a database
where we have a strict structure to place data and a closed world assumptions, which

means that we have very specific types of question patterns to use.



1.7

1.8

Another main limitation is that nowadays users trying to find information in Arabic
texts have to enter the exact syntax match for their desired string into search engines,
this will only retrieve paragraph snippets that surround the strings entered by the user,
so retrieved results are text snippets that contains these keywords, obviously this isn't
practical to users looking for direct answers to certain questions, or even searching
for a simple keyword but don't know the exact syntax match mentioned in the

targeted text.

Contributions

In this research we are proposing a 3 layered framework that consists of using an
ontology to structure data, a semantic layer to enhance semantics of the search process

and a question answering layer to handle question based queries.

The main contributions in this research were building the first Arabic relation
extractor, which was needed to build this extractor to aid the evolving research area
of ontologies and semantic web, and this extractor uses the grammatical structure of

the Arabic language to detect relations and concepts.

Another contribution is building the first Arabic ontology for the Holy Quran, this
ontology will aid any future work in Quranic search approaches, and this structure

shows and highlights the semantics that relies within the Holy Quran.

Thesis layout

This documentation is structured as following, in chapter two domain background
and related work will be introduced along with some comparisons and summaries of
their features, after that, this thesis working for approach will be introduced in details,
in chapter four more implementation details will be introduced along with visual
figures of the work, in chapter five we will evaluate and compare results with other

systems, in the end, conclusion and future work guidelines will be introduced.



CHAPTER TWO: BACKGROUND / RELATED
WORK



2.1 Introduction

In this chapter, we will introduce related work to each of our proposed layers in our
question answering system, we will show strength aspects that we learned from and also
we will show the insufficiencies in the previous works and show how we solved these

issues in this research.

2.2 Quranic search techniques

Previous related work in the Quranic search techniques relied on commonly used naive
Keyword-In-Context search approaches to find exact examples of a word in the Quranic
text, in order to detect the occurrences of that word, or even get the verses where that
word appeared, these approaches mainly suffered from the absence of any semantic
feature in their search structure, also they didn’t have any question answering feature in

them.

2.21 QURANY!

Qurany meaning ("my Quran™ in Arabic) by Abbas, (2009), incorporates novel
features to improve recall and precision when compared against other tools for searching
for concepts in the Holy Quran. To increase recall, the system accepts search terms in
English and/or Arabic, and the underlying corpus includes eight variant English
translations as well as the Arabic original. So, a verse can be found if any of its
translations includes the specific word form; more of the desired verses are found,
improving the chances of finding all desired verses. The system also lemmatizes the
keyword to improve recall further. However, keyword search is unlikely to be effective
for more abstract concepts which Muslim and other scholars may want to examine, such
as ‘Juridical Regulations’ or “Women's Property’. This is because these are abstract
concepts that are described in several different chapters and verses of the Holy Quran but
not explicitly labelled as ‘Juridical Regulations’ or ‘Women's Property’.

As for our proposed approach, it will be more semantic based, we will not use concepts

only to answer a user query, we will utilize ontology relations among these concepts along

L www.Quranykeywords.appspot.com/



with the aid of the synonym generation layer, these features was not taken care of in
Qurany.

2.2.2 Text mining the Quran?

This is an approach to the Quranic text from a data mining point of view presented by
Sharaf, (2012), he assumed that the Holy Quran holds lots of interesting information,
facts, correlations, patterns, associations between facts and concepts that are difficult to

discover by manual naive syntax processing.

Hence, he tried to employ computational techniques from the fields of text mining,
machine learning, natural language processing, computational linguistics and
stylometrics to reveal some of the hidden trends and make it easy to link the scattered yet
related concepts in the Quran. The research on this project is still emerging getting aid
from computational fields and respects the guidelines set by early Quranic scholars and
their books of Tafseer like Ibn Jarir at-Tabari, Al-Baghawi and Ibn Kathir.

This research created a large heap toward adding intelligence to the Quranic aiding
tools and software, in spite of that, still no question answering features are forced, no
“full” ontology is used, and no semantic backup is used, in our proposed system we will

cover these very important features.

2.2.3 Similarity based search for the Holy Quran

An approach to widen search results by using simple and naive parsing techniques in
order to search for syntax similarities for the searched key words, note that they produce
syntactically similar keywords, not semantically similar, so this is not a semantic
approach at all, this approach was introduced in some online Quranic search engines, yet
no semantics nor ontologies was used at all, al “MOYSAR”? Quranic search engine is

one of these examples.

2 www.textminingtheQuran.com
3 www.moysar.com/searchq.php
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2.2.4 Quran corpus system*

Actually this is a very good approach that designed a Quranic online tool by Dukes,
(2011), an Arabic language grammar based parsing for most of the main verses in the
Holy Quran and a partial “not full” ontology for the Quranic text, nevertheless, no
semantics are declared regarding meaning and tafseer of each verse, also no question

answering approach is mentioned at all.

2.2.5 Arabic corpus online system?®

One of the oldest and largest projects in this domain is the Arabic corpus, developed
and maintained by D. Parkinson, this tool added a great feature of giving semantics for
words users might search for, such as what part of speech is it, its meaning and other
semantic services. Yet no ontology or question answering model was used to aid the
search methodology in Arabic corpus, nevertheless Arabic corpus is the base for any new

semantic research on the Arabic language.

2.2.6 The computational quranic linguistics team, university of Leeds®

One of the most distinguished works and techniques done for the Holy Quran was done
by this group of researchers, located in Leeds University in England, their research was
mainly on the Arabic language and on the Quranic field in particular, they have some
interesting research in the field of developing researching techniques for the Holy Quran,

here are some Computation Corpus linguistic research projects on the Quran:
e Qurany subject browser.
e Quranic Arabic corpus.
e Tools on text mining the Quran.
As for future works they proposed projects for future research which are:
e Quranic knowledge map project.

e Text mining hadith project.

4 www.corpus.Quran.com/Qurandictionary.jsp
S www.arabicorpus.byu.edu
® http://www.comp.leeds.ac.uk/arabic
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e Arabic Question answering systems

2.2.7 Comparison for the current Quranic search techniques

Table 1 - Comparison for the current Quranic search techniques

Criteria | Covered Ontology Question Data mining | Application

Tool semantics | presence Answering techniques released
QURANY No No No No Yes

Quran mining No No No Yes No

Quran No No No No Yes
similarity

Quran corpus Yes Semi—onto | No No Yes

Arabic corpus Yes No No No Yes

2.3 Arabic question answering systems

Question answering systems is a very old yet still evolving research topic, early
question answering systems relied on a keyword and question pattern recognition
techniques to detect and analyse questions, also they relied on raw data that was searched
among unstructured documents, then a ranking process is initiated to rank retrieved
snippets of text according to keyword reoccurrence, more sophisticated question
answering systems embedded a semantic level to enhance search results by retrieving
document snippets that contain the searched concept by its meaning not by the exact
match.

2.3.1 QARAB

QARAB is a question answering system developed by Hammo et al, (2002), to answer
questions from Arabic documents, the approach of QARAB starts by processing the users
question tokenizing it and removing stop words then run grammatical tagging for the
keywords, these keywords are sent to a query that will be used on a database of documents
where it will detect the weight for each keyword, then ranked snippets containing the

answer is retrieved, finally an answer is generated based on the question pattern.
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2.3.2 QASAL

QASAL by Brini et al, (2009), is a question answering system for the Arabic language,
it is composed of three layers, the first layer is a question analyser that handles the user
question in the terms of tokenizing and keyword extraction, the second layer is a passage
retrieval layer that retrieved related passages to the targeted keywords and the third layer

IS an answer extraction layer that extracts the answer upon a predefined answer pattern.

2.3.3 AQUASYs

AQUuASYys Arabic question answering system was developed by Bekhti and Al-
Harbi,(2011), to answer unformatted questions by detecting keywords and answer pattern
identifiers like the words (where, when, who...etc.), the addition in this system was that
the researchers widen the pattern identifiers set to cover more questions and answer

patterns.

2.3.4 QAS

QAS was developed by Bdour and Gharaibeh, (2013), as a question answering system
that produce yes/no answers, QAS starts with parsing the question and removing stop
words, tagging the keywords with grummer tags and removing negation words if any, the
next step is retrieving text snippets that surround the desired keywords, after that the
snippet is tested to fid negation words if any, if the sentence is negated then the answer is

no, if no negation words was found then the answer is yes.

2.3.5 DefArabicQA

The Arabic definition question answering system was developed by Trigui et al,
(2010), to answer questions but only definition question patterns, it works on web
resources to retrieve candidate answer snippets, as a first step the question pattern is
detected by analysing the question, then a predefined corresponding answer patterns are

used to find answers from web resources.

2.3.6 Comparison of Arabic Question Answering systems

Table 2 - Comparison of Arabic Question Answering systems

Criteria | Covered Ontology Restricted Data mining Application
Tool semantics presence pattern forms | techniques released
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QARAB No No No No No

QASAL No No Yes No No

AQUASYs No No Yes- No No
enhanced

QAS No No Yes No No

DefArabicQA No No Yes Yes No

2.4 English ontology based question answering systems

2.4.1 OntoQA

A very significant addition was presented by Tartir and Arpinar, (2013), they proposed
the OntoQA system where a layer of ontology was added to semantically relate concepts
in order to get better question answering results, in this system the first step is to calculates
metric values that identify the importance of concepts within the predefined ontology,
then Wordnet is used to add semantically related words to the search query, then candidate
answers are generated from the ontology according to keyword weight, finally a list of

answers is generated.

2.4.2 Ginsing

Ginseng was introduced by Bernstein et al, (2006), Ginsing is a system that uses NLP
to aid users with suitable suggestions while writing their desired search question in order
to preserve a suitable form to search the used ontology with. After detecting the user
question Ginseng uses the detected question and transforms it into a query that runs

against the ontology to retrieve the desired result.

2.4.3 Aqualog

AgqualLog was introduced by Lopez et al, (2005), AquaLog was developed to shoe the
question answering abilities that can be generated if using an ontology, AqualLog input is
an ontology that a user wants to query and the questions that the user wants to get, results
about from the ontology, simply the output is answers derived from the previously used

ontology.
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2.5 Arabic and Quran ontologies

Quran ontologies was a hot research topic in the past 3 years, most approaches tried to
show the semantic strength of the Arabic language through the Holy Quran, and here are

some of these works.

2.5.1 Quran corpus’

Quran ontology was introduced for the first time by Kais Dukes in (2009), where
Dukes used a class hierarchy representation to define the key concepts in the Quran and
shows relations between them, after that he worked on the grammatical dependencies in
the Quran in order to create a grammatical dependency tree that can help researchers in

the Quran ontology in the future.

2.5.2 Quran time

One of the first Arabic based ontologies was introduced by Al-Yahya et al, (2010), this
was a research to represent lexicons related to time concepts in the Holy Quran, this was
done by detecting all time related concepts in the Holy Quran and organizing them into
an ontology in a semantic relational way, all related concepts was attached which showed
semantic relevance of time concepts in the Holy Quran.

2.5.3 Legal domain ontology

Another retrieval system that relies on an ontology was introduced by Zaidi, S. and
Laskri,(2008), to serve the legal domain, this system starts with the user keywords query,
it can handle Arabic queries by translating them using wordnet, after that the query is
expanded and formalized using a legal domain concepts ontology in order to enhance the
next retrieving step accuracy, in the end this query is runned against a normal information

retrieving system that retrieves answers from legal related documents.

2.5.4 Quran themes classification

An approach to build a quranic ontology was introduced in Ta’a et al, (2013) work,
they build a theme representation for the Holy Quran not an actual data representation,

" http://corpus.quran.com/ontology.jsp
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meaning the Holy Quran was modelled according to its structure and sections, not the
actual concepts and their relations, furthermore no retrieval, question answering layer was
introduced whatsoever nor a semantic layer, this work was just a simple representation

for the Holy Quran structure in English language.

2.5.5 Quranic verse extraction

In this research Yauri et al, (2013) introduced a model of quranic ontology that is
derived from previous built class hierarchy based ontologies, in this system no question
answering capabilities is embedded it’s a search engine that queries an ontology of

quranic concepts.

2.5.6 Ontology Based Semantic Search in Holy Quran

Khan et al, (2013) introduced another very interesting research to model the animal
related concepts in the Holy Quran into an ontology, this work was more than a class
hierarchy like other Quranic ontology attempts, it clearly indicated relations other than
the is-a or has-a relation, in this work researchers made a simulation on how queries
derived from natural language questions can retrieve specific direct answers from a
Quranic ontology, this work was very specific to animals in the Holy Quran and no other

concepts was mentioned or used.

2.5.7 Comparison of Arabic and Quran ontologies

Table 3 - Comparison of Arabic and Quran ontologies

riteria | Covered | Relation | Question | Ontology | Language | #Entities/ | Format
Tool semantics | diversity | Answering | coverage used #Relations
Quran Yes Poor No Mid English 240/1 XML
corpus
Quran Yes Poor No Poor Arabic 51/7 OwL
time
Legal Yes Mid No mig | Arebic N/A N/A
domain English
L
O No Mid No Mid English N/A ow
themes
i L
e No Mid No Mid English | ©°0/300 | OW
verse
i L
Semantic Yes Mid No Poor English N/A ow
search
AQO Yes Wide Yes Wide Arabic 380/50 OwWL
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2.6 Ontology extractor from text

2.6.1 Ontology Extraction Approach for Prophetic Narration

A system that uses an automatic extraction method to acquire ontology from the Quran
and Hadith domain text was developed by Fouzi et al, (2013), from the Ontology
Research Team, UITM. This approach relied on a predefined model and concepts that
will receive the concepts from any given document and place them as individuals into
their already built ontology structure, we didn’t use this model because it is not a general
model that can be used on any Arabic text, it is limited to the Quran and Hadith domains,
also no semantic or grammatical work was done to handle the Arabic words that can be

syntactically similar but hold different semantics.

2.6.2 Text-To-Onto

Alexander and Raphael (2001), In this ontology extractor the researcher combines
datamining techniques to detect concepts to build an ontology, they used association rules
to detect concept concurrence within a document, this creates a class hierarchy of

concepts not a real semantic ontology that goes beyond is-a or has-a relations.

2.7 Related work discussion and analysis

As for the related works that we mentioned we have to admit that in the previous years
there was a very huge leap in the domain of ontology for the Arabic language in different
aspect, one of the missing research aspects was that these ontologies in most of the cases
had no semantic layer to enhance search result retrieval chances, we assume that by
adding a semantic synonym generation layer to the search process over an ontology we

will enhance retrieval.

Another key feature in search engines is question answering techniques, this aspect

was totally absent in quranic ontology based systems, even though this domain (Holy
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Quran) is highly targeted by questions not words, in our approach we implemented a
question answering layer to fulfil this need in this domain.

in the domain of ontology automatic building approaches we noticed that almost all of
the approaches uses data manning techniques such as association rules in order to detect
keyword concurrence within a text, this is not efficient to build strongly semantic
ontologies, because this doesn’t detect all concepts in a particular domain, it just detects
the concepts that are mentioned the most, whereas in some cases main concepts are
mentioned once or twice within a domain document, another insufficiency s that these
approaches doesn’t detect semantic relations, it just detects concepts and their (is-a) and
(has-a) relations but no other types of relations is extracted, let’s not forget that the
strength of the ontology data structure concept is being able to define all kinds of
relations, to solve this issue we used a gummer driven approach in our relation extractor,
the ontology building phase in our relation extractor depends on the semantics and
grammatical structure of the targeted text, so it’s more semantic and smart than

datamining approached that relies only on word counts throughout a document.

After examining currently used Qur'an search engines, it was clear that all either didn't

implement or poorly implemented these aspects:
e Semantically correlating concepts and features through the Qur'an verses.
e Absence of a strong word manipulation layer.
e Concentrating on syntax rather than semantics.
e Absence of a strong, full and meaningful ontology layer.

e Total absence of a question answering system.

2.8 Arabic language case

Current question answering or search approaches that is handling Arabic language are
copying the same approaches that were used in English based systems, we believe that
this was the main reason for the low accuracy these systems suffered from, Arabic has a
unique structure that governs its syntax and semantics in a more sophisticated and formal
manner due to the usage of diacritics, in the following tables (4+5) we will show how

Arabic diacritics effects the meaning or even the grammatical form of words using the
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same exact syntax, on the long run in this thesis we are trying to use approaches that can

detect these semantic effects that these diacritics have on Arabic words.

Word

L)
kil

Table 4 - Arabic diacritics effects on the meaning

1% meaning 2" meaning 3" meaning
RIBUISESHE S el ll iy s (308 (Sl g B4
Panicked Separated the morning
: Sl a0 Bl gy ;) eldll Sy Dl
Disbelief To cover great man
celall Al AlaAll WAl HuSy cAkdll el e Agladl)
sermon marriage proposal Dusty color

s Ol gy 1 oal) somll S gl el K el
clouds horse bridle honorable

s eldll gy ; yladl) elal) sy yhadll o) Ly : ladl)
crack breakfast mushrooms

Table 5 - Arabic diacritics effects on the grammar

15t form 2" form 3 form
B\ IS SENTP eV mh 38 Bl a1 34l
verb verb noun
S iy el Gl iy i Ll Sy s
verb ) verb noun
call gy ; ladll sl 5oy pladll plall 2y : ladl)
noun verb noun.

4" meaning
:;\ﬂ\ ).mS.a : :_'é;gl\
portion slot.
Ll C_"m ;’)/ég\}
punishment

peldl) ey ; hadll
Islamic feast

4" form
Sl 5oy + (30l
noun
«;\é.‘\c_ﬁg;’)&\j
noun
clall puSyr Hladll

noun



2.9 Opportunities for more research

In this research we are implementing our approach on the Quranic text which is a special
case or a subset from the Arabic language; we choose the Quranic text to implement this
approach as a starter before tackling the general case (Arabic language documents) because
this text (the Holy Quran) is a static text that didn’t change since over than 1430 years, so it
Is a good case to test our approach on, because no additions or changes will happen during
or after the development phase.

In order to take the semantic aspects to an advanced level, we will try to enhance our
system with some of the Quranic exegesis (tafseer) that implemented the concept of
semantics on the verse level, also we will try to add some machine learning aspects to our
system.

It is worth mentioning that the understanding of the Holy Quran evolves with time, as
more and more facts are explained by scientific discoveries and experiments. Our approach
only attempt to enhance finding answers from the Holy Quran and it is only an experiment.

Any incorrect results are unintentional and we apologize for them.

2.10 Summary for thesis related work

Research in this thesis will be mainly in providing the general public with a smart
semantic Arabic question answering system, this will be done through enforcing the use of
semantics and ontology concepts, along with other NLP techniques.

The research in this domain is very active but still slowly emerging regarding using the
semantic power and ontology structure that is stored within the Holy Quran.

As for our data resources we will use the Quranic script as a main resource of data and
information for our research, other resources will be the Arabic dictionaries where we will
deduce synonyms in order to aid the semantic feature in our system. Finally, we will evaluate

our model by comparing its results with already widely used online Quranic search engines.
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2.11 Key concept definitions

Table 6 - Key concept definitions

Concept Definition

Ontologies Data structures that are used to describe a domain by
connecting concepts and instances with relations.

Sparql query The type of query model needed to query data from ontologies

Protégé A software used to build and edit ontologies.

Concepts\classes | Key indicators that identifies any given domain.

Relations\axioms | Connectors that semantically connect concepts.

Individuals Instances of classes, they can benefit from relations as well.




CHAPTER THREE: APPROACH
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3.1 Introduction

In this research our main goal is to develop and implement an approach that can give us
a semantic relation based structure to hold Arabic text into a semantic structure rather than a
raw text format, this will give current search methodologies a significant leap, the current
state of the data structure holding text targeted by search engines is limiting any improvement
chances for any upcoming smarter search methodologies, current state of targeted data for
search engines is raw streams and strings of data, this state can’t indicate relations or any
semantics between related concepts within this text, and this feature is a core feature for any

approach based on semantics, question answering and information retrieval.

The new era of search engines as Google’s knowledge graph by Singhal A., (2012),
indicates that semantic based search engines that maps meaning to paragraphs and words,
this will enhance search usefulness in the terms of better understanding for the users query

semantics rather than its syntax only.

3.2 Why ontology?

In order to get this desired semantic structure we used the concept of ontology, the term
ontology has its origin in philosophy and has been applied in many different ways. The word
element onto- comes from the Greek ("being"”, "that which is"). The core meaning of
ontology in the computer science field is a model for describing a particular domain that
consists of types, properties, and relations (Garshol, (2004). There is also generally an
expectation that the features of the model in an ontology should closely resemble the real

world.

What many ontologies have in common in both computer science and in philosophy is the
representation of entities, ideas, and events, along with their properties and relations,

according to a system of categories.

Ontologies are considered by many the best approach to semantically model a domain. In

ontologies we can create any desired axioms (constraints, relations) to connect related
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concepts together, no expandability limitations and amazingly flexible structure where at any

point you can extend or edit with no schema restrictions or normalization issues.

Let’s say that we have 100 objects all are of the same class but each have different types
of attributes, any database approach should consider all attributes for all instances either they
need it or not, this is not efficient when dealing with poorly structured domains such as

historical data for instance.

Extendibility is a major advantage that comes along if we considered an ontology structure
to represent data, in an ontology structure you can simply connect new concepts, new
relations, sub domains or even a whole related domain to your work, where as in other
structures you have to edit and normalize the currently used schema for your data which is

overwhelming and time consuming or even not even possible in some cases.

3.3 Building the ontology

In this research work we are also proposing a relation extractor model which can build up
ontologies from Arabic texts by detecting concepts and relations between these concepts,
Wong et al, (2012) was one of the main researchers to define this process using the term
“ontology learning”, they said: “ontology learning from text is the process of identifying
terms, concepts, relations, and optionally, axioms from textual information then using them

to construct and maintain an ontology for a specific domain”.

Ontology building for our domain was handled using our relation extractor, some manual
enhancement on the ontology was made later on, due to law accuracy, because of the fact
that the proposed relation extractor still needs more work in order to handle all Arabic

language grammatical cases and challenges previously shown in tables (4+5).

As a part of our research we built the first Arabic Quranic ontology (AQQO). We have
chosen Holy Quran as a test target for our system because of its unique structure and semantic
behaviour of its verses and topic organization, Holy Quran is one of the unique texts that
contains amazing amount of concepts and information within a relatively small amount of

text.
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In order to build the ontology we used Protégé ontology editor®, we started detecting and
fetching main concepts and relations from the Holy Quran then we connected them using
protége, our Arabic ontology for the Holy Quran contains around 380 concepts and 50
relations listed in (Appendix A,B,C), and to our knowledge, we are the first to propose and
implement this contribution, this ontology is expected to be extended by more data in the
near future, (Figure 1) shows how our ontology is used to aid the question answering process
in our system.

spargl query

creation

Quranic

[ Ontology

Figure 1 - How ontology aids question answering

The construction of the AQO greatly shifts the problem of question answer from simple
text search to a richer semantic search that can utilize relationships between different text
components. Now we have concepts that follow a class hierarchy and have semantic relation
based axioms connecting them, having these features gave us the advantage of implementing

more sophisticated approaches such as concept driven search and question answering system.

8 http://protege.stanford.edu
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3.4 Building semantic layer

One of the main issues when dealing with search methodologies is the ability to
understand the semantics of a user’s query, one of the major pillars of this process is being
able to detect the meaning that the user is looking for instead of detecting it in a syntactic
way, this means if the user is looking for a particular concept within a text but he only knows
one word to describe this concept, the targeted text contains the intended concept but in
another meaning, search engines or question answering systems with no semantic layer will
not be able to retrieve any result whereas in a case of having a semantic layer it will be able
to do that because it treats the keyword as a meaningful token not just a meaningless string
of characters, meaning is given to words simply by generating its synonyms this will improve
chances of finding a concept by its corresponding meaning rather than searching for the exact
match for it, this is the desired result for most search engine users simply because in most
cases they are not looking for the syntax instead they are looking for the semantic.

To implement the semantic feature for our system we used data from the website
“MAANY the online Arabic language services website, we used their synonym dictionary

to generate needed synonyms for keywords within our system.

Figure-2 shows how keywords synonyms are generated in the semantic layer of our
system. The semantic layer gets keywords as an input, first it checks if these keywords are
in our Holy Quran ontology if yes then just pass them to be searched in the next layer
(ontology) if the keyword isn’t in the ontology then generate its synonyms, after this
synonym generation phase we will check, are any of these synonyms mentioned in the

ontology, if yes then pass them to the next layer (ontology).

® http://www.almaany.com/



check ifword is
in the Ontology

check if symonym
iS5 in the Ontology

Figure 2 - synonym generation in the semantic layer
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3.5 The question analyser layer

The third layer in our system is the question answering layer, in this layer we will analyse
the question asked by the user, first we clean it by removing special characters(e.g. |,@,”,&
. etc.) then we used the Stanford parser®® to get grammatical tagging for the sentence, then
we remove stop words listed in (Appendix F) and detect predefined domain identifiers that
are listed in table 7, domain identifiers are used in order to know what kind of answer domain
we are looking for, then we pass the remaining concepts with their grammatical tags to the
next layer (semantic).

Table 7 - predefined domain identifiers

Domain identifier Corresponding meaning in English
e Who: this indicates a question asking about persons.
Lo What: this indicates a question asking about things.
Y Where: this indicates a question asking about a place.
s When: this indicates a question asking about time.

Grammatical tagging is important because it will indicate the searched for query, as we
said earlier in this research that we consider a verb to be the relation and the nouns to be the
concepts, so in order to build up a meaningful efficient query we need to be aware of the
grammatical statues of the user keywords, (Figure 3) shows the question analyser and its

outputs.

10 http://nlp.stanford.edu:8080/parser/index.jsp
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mm > question analyzer

-

Figure 3 - The question analyser

3.6 Relation extractor

A very important evolving contribution that we introduce in this research is the relation
extractor, to our knowledge there is no semantically based work done in this area for the

Arabic language.

The need for this type of extractors emerged because of the rapidly evolving research in
the field of ontologies, and as we mentioned before the main component and strength of an
ontology based structure are relations that connect concepts together, so in order to describe
any targeted text or domain; we have to extract relations and concepts from current raw
unstructured text, to do that we proposed our relation extractor which relies on some

assumptions.

In this extractor we assume that a relation relies on 2 major concepts, the relation (edge)
and the concepts (nodes), also we assume that the relation in most of the cases is a verb, and
the concepts are in most cases nouns, so by detecting these 2 main tags from the
grammatically tagged question we can detect relations in the question that will be searched
for in the ontology.
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3.7 Current detected patterns
The main proposed patterns that are detected by our relation extractor are 3 patterns based

on the location of the verb within a sentence.
1. The first pattern (Figure 4) is having 2 nouns followed by a verb, in this case the

relation is (nounl) is related to (noun2) with the relation (verb).
2. The second pattern (Figure 5) is having a verb followed by 2 nouns.

3. The third pattern (Figure 6) is having a verb between 2 nouns.

2 5 7
o\ p o Al r)\ NAAS /AJJ\ Lo CS“:"E’ B ~)
. . . e & . . .
P PRON V PN N P PN LOC PN N ACC
\,_/ \ } v \ ! . 4
N\ \\ ki
e~ = NN S
. L . e
PP PP

=

"'\-\.\_\_\_-\_ o
-__+ I

Figure 5 - Verb is followed by nouns
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Figure 6 - Verb is between nouns

In (Figure 7) the reader can track inputs and outputs and observe how the relation

extractor works its way starting from raw text to end up with an ontology.

Quran
raw text

Tagged tokens
verbs and nouns

Detect the
pattern

if(n1-n2-v) if(n1 - v- n2) if(v-n1-n2)

—p Relation v is ¢ J
between n1 and n2

Quranic
Ontology

=

Figure 7 - The relation extractor flowchart
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3.8 Current limitations

After observing the Arabic language general structure we have set some limitations for
our relation extractor, due to the fact that the structure of Arabic language is highly
complicated that it needs further analysis in order to reach the level of covering all of its
cases with our extractor, after testing our relation extractor we detected some errors and low
accuracy with detecting relations, mostly these errors and low accuracy was caused by noun
based sentences and grammatically complex phrases, this will be solved in the future by
enhancing the predefined relation patterns, due to the previously mentioned drawbacks, some
manual editing was done on the ontology after running the relation extractor, in order to get
better accuracy and less errors which will give us a better ontology to run our approach on,
this law accuracy was a result of NLP perspectives and challenges in the Arabic language.
Furthermore, it is noticed that our relation extractor is still limited to verb sentences.
Currently we are using the Stanford parser to determine verbs and nouns in order to detect
relations, more work should be done regarding the sentence norm structure in Arabic

language where this will be a future work for this system.

3.9 Solution outline

As we mentioned earlier the architecture of our ontology driven question answering
system starts from the process of building a domain ontology using a relation extractor witch
will build the targeted ontology for our targeted text, then this ontology is used to implement
our 3 layered system on, first we receive the question from the user, this question is analysed,
main keywords are detected along with their grammatical tagging and the domain identifier,
this directed to our semantic layer which will generate synonyms in order to enhance the
chances of retrieving results from the ontology, then these keywords\synonyms are fetched
into the spargl query builder which creates the suitable query to run against the ontology
according to the grammatical tagging coming with the keywords, (Figure 8) shows an overall

system flowchart.
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Figure 8 - The overall system flowchart



CHAPTER FOUR: IMPLEMENTATION DETAILS
AND FEATURES
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4.1 The ontology

During our research we worked on implementing our proposed system in order to
demonstrate it, prove our assumptions and discover weaknesses, we started building the
quranic ontology using protégé the ontology editor, we started by creating a class hierarchy
to give some base structure for our ontology, then we collected concepts and their relations
from the Holy Quran, fetching them into protégé and connecting them according to the
quranic scripture, we reached a level of 380 concepts and 50 relations which we think is
enough to test the system, as we previously said ontologies are easy to expand and add to,
so building this ontology can go further from here, (Figure 9+10) shows some examples

from our Quranic ontology, more examples can be found in (Appendix D).

= haz individual

- KX
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—"F. e — AT === has subclazs

._'.:'.S_n. — ‘_A—_._.;.J]_ﬂ
| | AT | af 4l

| i} e | o | — i

— ;j:.lu.l_lJ

F 1l
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| ¢ i"ht. P | -
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Figure 9 - Detecting concepts related to mountains in the Quran
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Figure 10 - Detecting concepts related to the prophet Mohammed PBUH

After building this ontology we were able to convert questions written in Arabic into

has individual
has subclass
ad d

il
i dl
e

OA_lia

spargl queries and run them against the ontology in order to retrieve answers.

In (Figure 11) we used spargl query to get names of mountains in the Holy Quran,
another form of spargl query was used to get the miracle of the prophet Noah PBUH which

returned “ship” as shown in (Figure 12).

-

Figure 11 - Spargl query to get names of mountains in the Holy Quran

o

A ™
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Figure 12 - Spargl query to get the miracle of the prophet Noah PBUH
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Sparqgl queries are used to retrieve data from ontologies by using concepts and relations
between them to drill-down to the desired result, some spargl query examples are shown
in (Figures 13-15) they show how natural language question can be translated into sparql

queries that can be used to retrieve information from an ontology.

R B W (;54_1| T{;l_H 4 (5
“"SELECT ?eaw! WHERE |
? pw! rdf:type : .
20l au> il 7 awl.

Ol su> rdf:type :O4> }7

Figure 13 - Sparqgl query example 1

?CP 99_3 g,)|~:l_c g2 Lo
WSELECT 2u!.de

WHERE{ ?ps3 :0lic ped "ol posd”
Byl de FELILYPEe Pol dzp™

Figure 14 - Spargl query example 2

LS aymadl Ol gl » Lo
“SELECT ?(! s>
WHERE {:thing :JS1 aj> 201 gu>
2401 99> rdf:type ?§1 ¢gu>}”

Figure 15 - Sparqgl query example 3
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4.2 The semantic layer

To implement the semantic layer we used datasets from “MAANY” the online

Arabic language services website, we used their synonym dictionary data to create a

database of Arabic words and their synonyms, and the used query to retrieve synonyms is:

Select * from [synonyms] where [word] like (‘%ovar’);

Some examples on the synonym generation process outputs are presented in (Table 8):

Table 8 - Synonems for some words

Arabic word Synonyms English word
s Clan 1 Ggaia; Cund (Jyh ¢ Gigaia ¢ 28 gh ¢ e prophet
La S I3 ¢ a0 AR g D e 30 c Al ¢ G paradise
L &0 358k ¢ e 3555 ¢ ol ship
e Jaef ¢ G4 ¢ Gl ¢ maly ¢ 3500 ¢ Gyl ¢ Al eye, spy
Jic el ¢ AN ¢ b ¢ agh ¢ dilay ¢ B ¢ Ll A3 wise, to realize

The input for this layer will be the keywords derived from the previous question

analyzing layer, these keywords are the main words in the user question, they will be used

to create the spargl query that will retrieve the answer from the ontology, in order to

enhance our chance in retrieving an answer we use the semantic layer to give synonyms

that indicate the same meaning of the keyword, in this case if the exact match for the word

isn’t found then we can at least search for a semantically similar word to it, the output of

this layer will be words that will build our intended sparql query.

The process starts with eliciting the keywords from the question analyzer, we will check

if these words exist in our ontology, if yes then there is no need to process them with this

layer, elsewise we will take the keyword and select its synonyms from our database, then
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we will check if any of these synonyms exist in our ontology, if yes it will be passed to the

next layer, elsewise it will be neglected.

4.3 The question analyser

In order to implement the question analyzer we built an ASP.NET webpage that will
receive the users question and analyze it, to get grammatical tags for the user question to
use them in next phases, we embedded the Stanford parser with our question analyzer, the

Stanford parser is used to analyze sentences and give them grammatical tags.

The first step was to detect the domain of the question targeted answer ex. The word
“when” indicates asking about time, and the word “where” indicates asking about a
location and so on, this helps us when searching the ontology because it narrows our

searched data to needed classes only.

After detecting the domain we start with the process of removing stop words, we created
a file with common stop words (shown in Appendix F) in the Arabic language to ignore

them from the keyword set when tokenizing the question.

The output of this layer is the keywords and the domain identifier, the keywords are
passed then to the next layer, whereas the domain identifier is passed to the ontology layer
directly.



CHAPTER FIVE: RESULTS AND EVALUATION
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5.1 Introduction

Current systems suffer from the exact term driven search problem, where the search
totally rely on the exact searched keyword syntactic form, and does not take care of the
semantic side, in this system we solved this issue by using a synonym generating layer and
an ontology layer, where we moved from searching strings of text into searching a semantic
structure. Another aspect that this work solved, is the absence of an accurate question
answering system that can answer factoid questions accurately, Currently there is no
accurate semantic question answering system for the Holy Quran, due to this fact we are
the only approach that solved the problem of question answering from the Holy Quran,
nevertheless we can compare our system with current released online quranic search
engines to show and evaluate the search ability for our first 2 layers, as for the question
answering layer as we said we don’t have any current systems solving the problem of
Arabic question answering from an ontology nor from the Quran to compare with, inspite
of that, we will use information retrieval accuracy measures to evaluate our system

semantic search capabilities.

5.2 Evaluation

In (Table 9) we will show the results that current quranic search engines gave when we
searched them for some keywords, N\A means no answer N\A+S means no answer but

gives suggestions, N\R means not relevant.

Table 9 - Search capability evaluation for current Quranic search engines

W plaill PN Gl e CUE | aiea 3 a2 Gbagd
Search engli education | Christian | heritage | boat hel e flood
miracle of Jesus

guranicresearcher N\A N\A 2-N\R N\A 77 N\A N\A
qguranykeywords N\A N\A 2-N\R N\A 77 25 N\R N\A
altafsir.com N\A N\A N\A N\A 77 N\A N\A
guranix.net N\A N\A N\A N\A 77 25 N\R N\A
guran.ksu.edu.sa N\A N\A 2 -N\R N\A 77 N\A N\A
alawfa.com N\A N\A 2 -N\R N\A 77 25 N\R N\A
guran.com 464 9 7 54-N\R | 77 N\A N\A
alfanous.org N\A N\A+S 2 N\R N\A+S 72 16 N\R N\A+S
nss.cm N\A 13 3 N\A 114 37 N\A

Our model 137 13 2 26 183 3 2
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To detect and evaluate the accuracy of the retrieval aspect, a popular accuracy measure
for retrieval systems is used, the precision and recall techniques, Precision percentage is
the amount of relevant results united with the amount of retrieved results, this union over
the amount of retrieved results, whereas Recall percentage is the amount of relevant results
united with the amount of retrieved results, this union is over the amount of relevant
documents. The main purpose of using the precision measure is to detect how many of the
retrieved documents were actually relevant; on the other hand, the purpose of using the
recall measure is to detect how many of the relevant documents were retrieved. Using a set
of 35 randomly asked questions (Table 10), we found that the previously proposed
approach retrieved the correct answer for 33 questions, leaving 2 questions unanswered,
the unanswered questions either didn’t have an answer in the Quran or was way
complicated to be detected by our question analyser, precession for this test data was 94%,
also recall was 94%. In the domain of retrieval of Holy Quran content this is considered
very accurate and efficient when compared to current traditional Quranic keyword search

engines.

|{relevant documents} N {retrieved documents}|

Precision =
|{retrieved documents}|

|{relevant documents} N {retrieved documents}|

Recall =
eca |{relevant documents}|

Table 10 - Set of randomly asked questions to test retrieval accuracy

Arabic question English translation COEH SRR
answer answer
¢ i e | Who is the mother of
e et O esus? e il
NPT | Where did Noah's Ark
?CJ.\ Adal Cay O dock? Lﬁﬁj.;l‘ LMQJJ;J\
faaaa & o | Who is Muhammad? Full report | Full report
P What is the torment of |. T EN
195 ) () . T WG
S ot e sodomites? e Aapa
e aen o What animal swallowed | . .
€ 9o ?.MS\ Lgﬁ\ gl ob La Younis? Cgall Cgal)
', What are the animals that
flgdsh & Al il gaad) A L .
Lels) A a s (AN @l gl A Allah forbid to eat? Full report | Full report
§se QS 94 L | What is the book of Moses? | 353l 3 gall
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Who is the prophet whom

SoiAY AliS X il oA .
8 OIS ) (i) 8 04 | ki the Quran? e e
- . How many verses are there
N3] j = .
9 Qe _dlBose Sl 3 6| g rat Al-Imran? 200 200
. e .| Where was Surat Al- | . .
£5_ja) 3 ol ol j ;
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rocked?

As for the relation extractor proposed model, to our knowledge there is no work done
in this area, also our proposed model needs more work and enhancement regarding NLP
perspectives because it is still limited to verb sentences, currently we are using the Stanford
parser to determine verbs and nouns in order to detect relations, more work should be done
regarding the sentence structure in Arabic language where this will be a future work for
this system.. We will end this chapter by a conclusion describing the perspectives and

future works.

5.3 Conclusion: perspectives and future works

In this research we have built an ontology based question answering system for the
Arabic language, we choose the script of the Holy Quran to use as test data to test our
system, also we proposed a relation extracting model to build Arabic ontologies that uses
a different approach other than the currently used approaches, the combination of these
techniques gave a semantic structure that gives meaning to strings, this opened the doors
to implement a question answering layer that needs this semantic strength in order to

function properly.

5.4 Summary of contributions (achievements and impact)

Our contributions in this research was building the first Arabic relation extractor, we

needed to build this extractor to aid the evolving research area of ontologies and semantic
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web, this extractor uses the grammatical structure of the Arabic language to detect relations

and concepts that will be used to build an ontology.

Another contribution is building the first Arabic ontology for the Holy Quran, this
ontology will open the doors wide for any future work in Quranic search approaches, and

this structure shows and highlights the semantics that relies within the Holy Quran.

5.5 Outline open issues/directions for future work

For future work we are aiming to enhance our system in order to be able to adapt to any
given Arabic based context; not only the Holy Quran, to do that we need to enhance the
relation extractor by studying the Arabic language grammatical structure more in order to

detect more accurate relations and cover more sentences other than verb sentences.

Furthermore we are looking for the new research area which is ontology based search,
this area is a newborn evolving hot research topic, and in the future this will need more
accurate Arabic ontology retrieval approaches based on quality ontologies build by

accurate relation extractors.

Another evolving concern will be the Ontology migration/combination management
procedure, ontology is the new trend in technology nowadays, Google and other main tech
giants are starting to give big attention to this field, so the process of same domain ontology

versions and distributions merging will be a hot research topic to work on.
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Appendix A

Figure-16 shows a summary of concepts\classes used in this Quranic ontology:

Figure 16- Concepts of the Quran ontology
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Appendix B

Table-11 shows a summary of relations used in this Quranic ontology:

Table 11 - Relations used in the Quranic ontology
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Appendix C

Table-12 shows a summary of entities used in this Quranic ontology:

Table 12- Concepts used in the Quranic ontology
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Appendix D

The following figures shows the concepts and relations mentioned in (Tablell & 12)

connected and presented using the (OntoGraf) plugin for Protégé:
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Figure 17 - The concept (=), its relations and related concepts
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Figure 18 - The concept (<), its relations and related concepts
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Figure 19 - The concept (4s3w) | its relations and related concepts
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Figure 20 - The concept (=) , its relations and related concepts
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Figure 21 - The concept (a4) , its relations and related concepts

Figure 22 - The concept (Ols>) , its relations and related concepts
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Appendix E

Here we have some code snippets showing the internal structure of the Quranic ontology
OWL file:

% In this block the is-a relation (=\prophet) is used to define (2.2) as a prophet.

<owl:NamedIndividual rdf:about=""&ontologies; QURAN.owl#3 ">
<rdf:type rdf:resource=""&ontologies;=""/>

</owl:NamedIndividual>

% In this block we can see how similar concepts using different terms can be

described, this is done using the keyword (sameAs).

<owl:NamedIndividual rdf:about="'&ontologies; QURAN.owl#y <lia™>
<rdf:type rdf:resource=""&ontologies; QURAN.owI#s_A¥""/>
<owl:sameAs rdf:resource=""&ontologies; QURAN.owl#4ia"" />
<owl:sameAs rdf:resource="&ontologies; QURAN.oWI#ou2 2"/>

</owl:NamedIndividual>

% In this block we can see how the concept (Js)_ ) is fully described using

the (is-a) relation and other relations such as (>3 <z «3_2).

<owl:NamedIndividual rdf:about=""&ontologies; QURAN.oWI#Jsl ) &>
<rdf:type rdf:resource=""&ontologies;a$"/>
<rdf:type rdf:resource=""&ontologies; QURAN.owl#all&" />
<@, rdf:resource=""&ontologies; QURAN.owl#_:"/>
<g=? rdf:resource=""&ontologies; QURAN.owl#3_&" />
<A rdf:resource=""&ontologies; QURAN.owl#lie""/>

</owl:NamedIndividual>

¢ In this block we can see how the concepts forbidden by Islam law, is fully

described using the (s_~\forbid) relation.
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<owl:NamedIndividual rdf:about=""&ontologies; QURAN.ow#au!"">
<rdf:type rdf:resource=""&ontologies; QURAN.owI#u""/>
<aa rdf:resource=""&ontologies; QURAN.owI# A" />
<a rdf:resource=""&ontologies; QURAN.owl# : 3a"/>
<aa rdf:resource=""&ontologies; QURAN.owl#a""/>
<au rdf:resource=""&ontologies; QU RAN.OWI#M_J#_@,S"b
<p~ rdf:resource=""&ontologies; QURAN.owl#4:3 sia"' />
<pua rdf:resource=""&ontologies; QURAN.owl#4&idia" />
<a rdf:resource=""&ontologies; QURAN.owI#33 8 3" />
<pu~ rdf:resource="&ontologies; QURAN.owl#4ix"" />
<a rdf:resource=""&ontologies; QURAN.owl#4aski" />

</owl:NamedIndividual>

< In this block we can see how the concept (os= 2 JJ) is fully described using the

(is-a) relation (»s8) and other relations such as (sl ¢ sesio ¢ bl ¢ sady ¢ ) 5alls),

<owl:NamedIndividual rdf:about=""&ontologies;QURAN.owl#ass 4 Ji'">
<rdf:type rdf:resource=""&ontologies;a$""/>
<) salls rdf:resource=""&ontologies; QURAN.owl#ass 4 Ji"'/>
<ell 0saad rdfiresource=""&ontologies; QURAN.oWI# ! A'/>
<slwi G geaiew rdf:resource=""&ontologies; QURAN.oWI#Js sl A"'/>

</owl:NamedIndividual>

% In the following block we can see how a comment can be attached to a concept,

in this case the concept is (4a).

<owl:NamedIndividual rdf:about=""&ontologies; QURAN.owl#&iai"">

<rdf:type rdf:resource=""&ontologies; QURAN.owl#3ssa""/>
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<rdfs:comment> 3 &E1 3 3 all auly &) &) aall) ¥) (38 o) LS G giidg G
) crag At 3k A%l 1 98 35 Slb kgl oy b ddad 2T 31y Gt (e a8LEST Y </rdifs:comment>

</owl:NamedIndividual>

% In this block we can see how the concept (~_~) is fully described using the (is-

a) relation (zl<=) and other relations such as (<! « 5 a3l cela ey Aa3)),

<owl:NamedIndividual rdf:about=""&ontologies; QURAN.owl#a: ">

<rdf:type rdf:resource=""&ontologies; QURAN.owl#zlua""/>

<% rdf:resource=""&ontologies; QURAN.owl#Lilaa"/>

<&ds rdf:resource=""&ontologies; QURAN.OWI#) =" />

<s rdf:resource=""&ontologies; QURAN.owl#ualde""/>

<a3) rdf:resource="'&ontologies; QURAN.oWI#LE & Llsa/>

< rdf:resource=""&ontologies; QURAN.owI#4ai" />

<<&a) rdf:resource=""&ontologies; QURAN.owl#o s ™ />

</owl:NamedIndividual>
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Appendix F

Table-13 shows a summary of stop words used in the question analyzer:

Table 13- Stop words used in the question anylizer
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